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PREFACE

OVERVIEW

NEW TO THIS EDITION

The eleventh edition of Quantitative Analysis for Management continues to provide both graduate
and undergraduate students with a solid foundation in quantitative methods and management sci-
ence. Thanks to the comments and suggestions from numerous users and reviewers of this textbook
over the last thirty years, we are able to make this best-selling textbook even better.

We continue to place emphasis on model building and computer applications to help students
understand how the techniques presented in this book are actually used in business today. In each
chapter, managerial problems are presented to provide motivation for learning the techniques that
can be used to address these problems. Next, the mathematical models, with all necessary assump-
tions, are presented in a clear and concise fashion. The techniques are applied to the sample
problems with complete details provided. We have found that this method of presentation is very
effective, and students are very appreciative of this approach. If the mathematical computations for
a technique are very detailed, the mathematical details are presented in such a way that the instruc-
tor can easily omit these sections without interrupting the flow of the material. The use of computer
software allows the instructor to focus on the managerial problem and spend less time on the math-
ematical details of the algorithms. Computer output is provided for many examples.

The only mathematical prerequisite for this textbook is algebra. One chapter on probability and
another chapter on regression analysis provide introductory coverage of these topics. We use stan-
dard notation, terminology, and equations throughout the book. Careful verbal explanation is pro-
vided for the mathematical notation and equations used.

e Excel 2010 is incorporated throughout the chapters.

e The Poisson and exponential distribution discussions were moved to Chapter 2 with the other
statistical background material used in the textbook.

e The simplex algorithm content has been moved from the textbook to Module 7 on the
Companion Website.

e There are 11 new QA in Action boxes, 4 new Model in the Real World boxes, and more than
40 new problems.

e Less emphasis was placed on the algorithmic approach to solving transportation and assign-
ment model problems.

e More emphasis was placed on modeling and less emphasis was placed on manual solution
methods.

15
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SPECIAL FEATURES

Many features have been popular in previous editions of this textbook, and they have been updated
and expanded in this edition. They include the following:

e  Modeling in the Real World boxes demonstrate the application of the quantitative analysis
approach to every technique discussed in the book. New ones have been added.

e  Procedure boxes summarize the more complex quantitative techniques, presenting them as a
series of easily understandable steps.

e  Margin notes highlight the important topics in the text.

e  History boxes provide interesting asides related to the development of techniques and the peo-
ple who originated them.

e QA in Action boxes illustrate how real organizations have used quantitative analysis to solve
problems. Eleven new QA in Action boxes have been added.

e  Solved Problems, included at the end of each chapter, serve as models for students in solving
their own homework problems.

e Discussion Questions are presented at the end of each chapter to test the student’s understand-
ing of the concepts covered and definitions provided in the chapter.

®  Problems included in every chapter are applications oriented and test the student’s ability to solve
exam-type problems. They are graded by level of difficulty: introductory (one bullet), moderate
(two bullets), and challenging (three bullets). More than 40 new problems have been added.

e [Internet Homework Problems provide additional problems for students to work. They are
available on the Companion Website.

o  Self-Tests allow students to test their knowledge of important terms and concepts in prepara-
tion for quizzes and examinations.

e Case Studies, at the end of each chapter, provide additional challenging managerial applications.
e Glossaries, at the end of each chapter, define important terms.

e Key Equations, provided at the end of each chapter, list the equations presented in that chapter.
e  End-of-chapter bibliographies provide a current selection of more advanced books and articles.

e  The software POM-QM for Windows uses the full capabilities of Windows to solve quantita-
tive analysis problems.

o Excel OM and Excel 2010 are used to solve problems throughout the book.

e Data files with Excel spreadsheets and POM-QM for Windows files containing all the exam-
ples in the textbook are available for students to download from the Companion Website.
Instructors can download these plus additional files containing computer solutions to the rele-
vant end-of-chapter problems from the Instructor Resource Center website.

e  Online modules provide additional coverage of topics in quantitative analysis.

e The Companion Website, at www.pearsonglobaleditions.com/render, provides the online mod-
ules, additional problems, cases, and other material for almost every chapter.

SIGNIFICANT CHANGES TO THE ELEVENTH EDITION

In the eleventh edition, we have incorporated the use of Excel 2010 throughout the chapters.
Whereas information about Excel 2007 is also included in appropriate appendices, screen captures
and formulas from Excel 2010 are used extensively. Most of the examples have spreadsheet solu-
tions provided. The Excel QM add-in is used with Excel 2010 to provide students with the most
up-to-date methods available.

An even greater emphasis on modeling is provided as the simplex algorithm has been moved
from the textbook to a module on the Companion Website. Linear programming models are pre-
sented with the transportation, transshipment, and assignment problems. These are presented from a
network approach, providing a consistent and coherent discussion of these important types of
problems. Linear programming models are provided for some other network models as well. While
a few of the special purpose algorithms are still available in the textbook, they may be easily omit-
ted without loss of continuity should the instructor choose that option.
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In addition to the use of Excel 2010, the use of new screen captures, and the discussion of soft-
ware changes throughout the book, other modifications have been made to almost every chapter. We
briefly summarize the major changes here.

Chapter 1 Introduction to Quantitative Analysis. New QA in Action boxes and Managing in the
Real World applications have been added. One new problem has been added.

Chapter 2 Probability Concepts and Applications. The presentation of discrete random variables
has been modified. The empirical rule has been added, and the discussion of the normal distribution
has been modified. The presentations of the Poisson and exponential distributions, which are impor-
tant in the waiting line chapter, have been expanded. Three new problems have been added.

Chapter 3 Decision Analysis. The presentation of the expected value criterion has been modified. A
discussion is provided of using the decision criteria for both maximization and minimization prob-
lems. An Excel 2010 spreadsheet for the calculations with Bayes theorem is provided. A new QA in
Action box and six new problems have been added.

Chapter 4 Regression Models. Stepwise regression is mentioned when discussing model building.
Two new problems have been added. Other end-of-chapter problems have been modified.

Chapter S Forecasting. The presentation of exponential smoothing with trend has been modified.
Three new end-of-chapter problems and one new case have been added.

Chapter 6 Inventory Control Models. The use of safety stock has been significantly modified, with
the presentation of three distinct situations that would require the use of safety stock. Discussion of
inventory position has been added. One new QA in Action, five new problems, and two new solved
problems have been added.

Chapter 7 Linear Programming Models: Graphical and Computer Methods. Discussion has been
expanded on interpretation of computer output, the use of slack and surplus variables, and the pres-
entation of binding constraints. The use of Solver in Excel 2010 is significantly changed from Excel
2007, and the use of the new Solver is clearly presented. Two new problems have been added, and
others have been modified.

Chapter 8 Linear Programming Modeling Applications with Computer Analysis. The production
mix example was modified. To enhance the emphasis on model building, discussion of developing
the model was expanded for many examples. One new QA in Action box and two new end-of-chapter
problems were added.

Chapter 9 Transportation and Assignment Models. Major changes were made in this chapter, as
less emphasis was placed on the algorithmic approach to solving these problems. A network repre-
sentation, as well as the linear programming model for each type of problem, were presented. The
transshipment model is presented as an extension of the transportation problem. The basic trans-
portation and assignment algorithms are included, but they are at the end of the chapter and may be
omitted without loss of flow. Two QA in Action boxes, one Managing in the Real World situation,
and 11 new end-of-chapter problems were added.

Chapter 10 Integer Programming, Goal Programming, and Nonlinear Programming. More emphasis
was placed on modeling and less emphasis was placed on manual solution methods. One new
Managing in the Real World application, one new solved problem, and three new problems were added.

Chapter 11 Network Models. Linear programming formulations for the max-flow and shortest
route problems were added. The algorithms for solving these network problems were retained, but
these can easily be omitted without loss of continuity. Six new end-of-chapter problems were added.

Chapter 12 Project Management. Screen captures for the Excel QM software application were
added. One new problem was added.

Chapter 13 Waiting Lines and Queuing Models. The discussion of the Poisson and exponential dis-
tribution were moved to Chapter 2 with the other statistical background material used in the text-
book. Two new QA in Action boxes and two new end-of-chapter problems were added.

Chapter 14 Simulation Modeling. The use of Excel 2010 is the major change to this chapter.
Chapter 15 Markov Analysis. One Managing in the Real World application was added.

Chapter 16 Statistical Quality Control. One new QA in Action box was added. The chapter on the
simplex algorithm was converted to a module that is now available on the Companion Website with
the other modules. Instructors who choose to cover this can tell students to download the complete
discussion.
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ONLINE MODULES

SOFTWARE

To streamline the book, seven topics are contained in modules available on the Companion Website
for the book.
1. Analytic Hierarchy Process
Dynamic Programming
Decision Theory and the Normal Distribution
Game Theory
Mathematical Tools: Matrices and Determinants

Calculus-Based Optimization

N kW

Linear Programming: The Simplex Method

COMPANION WEBSITE

Excel 2010 Instructions and screen captures are provided for, using Excel 2010, throughout the
book. Discussion of differences between Excel 2010 and Excel 2007 is provided where relevant.
Instructions for activating the Solver and Analysis ToolPak add-ins for both Excel 2010 and Excel
2007 are provided in an appendix. The use of Excel is more prevalent in this edition of the book than
in previous editions.

Excel QM Using the Excel QM add-in that is available on the Companion Website makes the use
of Excel even easier. Students with limited Excel experience can use this and learn from the formu-
las that are automatically provided by Excel QM. This is used in many of the chapters.

POM-QM for Windows This software, developed by Professor Howard Weiss, is available to
students at the Companion Website. This is very user friendly and has proven to be a very popular
software tool for users of this textbook. Modules are available for every major problem type pre-
sented in the textbook.

The Companion Website, located at www.pearsonglobaleditions.com/render, contains a variety of
materials to help students master the material in this course. These include:

Modules There are seven modules containing additional material that the instructor may choose
to include in the course. Students can download these from the Companion Website.

Self-Study Quizzes Some multiple choice, true-false, fill-in-the-blank, and discussion questions
are available for each chapter to help students test themselves over the material covered in that chapter.

Files for Examples in Excel, Excel QM, and POM-QM for Windows Students can download
the files that were used for examples throughout the book. This helps them become familiar with the
software, and it helps them understand the input and formulas necessary for working the examples.

Internet Homework Problems In addition to the end-of-chapter problems in the textbook,
there are additional problems that instructors may assign. These are available for download at the
Companion Website.

Internet Case Studies Additional case studies are available for most chapters.

POM-QM for Windows Developed by Howard Weiss, this very user-friendly software can be
used to solve most of the homework problems in the text.
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Excel QM This Excel add-in will automatically create worksheets for solving problems. This is
very helpful for instructors who choose to use Excel in their classes but who may have students
with limited Excel experience. Students can learn by examining the formulas that have been cre-
ated, and by seeing the inputs that are automatically generated for using the Solver add-in for lin-
ear programming.

INSTRUCTOR RESOURCES

ACKNOWLEDGMENTS

o Instructor Resource Center: The Instructor Resource Center contains the electronic files for
the test bank, PowerPoint slides, the Solutions Manual, and data files for both Excel and
POM-QM for Windows for all relevant examples and end-of-chapter problems.
(www.pearsonglobaleditions.com/render).
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loadable, digital format.
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Introduction to

Quantitative Analysis

LEARNING OBJECTIVES

After completing this chapter, students will be able to:

1. Describe the quantitative analysis approach.

2. Understand the application of quantitative analysis
in a real situation.

3. Describe the use of modeling in quantitative
analysis.

CHAPTER OUTLINE

1.1 Introduction
1.2 What Is Quantitative Analysis?
1.3 The Quantitative Analysis Approach

1.4 How to Develop a Quantitative Analysis
Model

15

1.6

1.7

Use computers and spreadsheet models to perform
quantitative analysis.

Discuss possible problems in using quantitative
analysis.

Perform a break-even analysis.

The Role of Computers and Spreadsheet Models
in the Quantitative Analysis Approach

Possible Problems in the Quantitative Analysis
Approach

Implementation—Not Just the Final Step

Beverages at Southwestern University Football Games ¢ Bibliography

Summary ¢ Glossary ¢ Key Equations ¢ Self-Test ¢ Discussion Questions and Problems ¢ Case Study: Food and
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22 CHAPTER 1 ¢ INTRODUCTION TO QUANTITATIVE ANALYSIS

1.1 Introduction

People have been using mathematical tools to help solve problems for thousands of years; how-
ever, the formal study and application of quantitative techniques to practical decision making is
largely a product of the twentieth century. The techniques we study in this book have been
applied successfully to an increasingly wide variety of complex problems in business, govern-
ment, health care, education, and many other areas. Many such successful uses are discussed
throughout this book.

It isn’t enough, though, just to know the mathematics of how a particular quantitative
technique works; you must also be familiar with the limitations, assumptions, and specific
applicability of the technique. The successful use of quantitative techniques usually results
in a solution that is timely, accurate, flexible, economical, reliable, and easy to understand
and use.

In this and other chapters, there are QA (Quantitative Analysis) in Action boxes that
provide success stories on the applications of management science. They show how organi-
zations have used quantitative techniques to make better decisions, operate more efficiently,
and generate more profits. Taco Bell has reported saving over $150 million with better forecast-
ing of demand and better scheduling of employees. NBC television increased advertising
revenue by over $200 million between 1996 and 2000 by using a model to help develop sales
plans for advertisers. Continental Airlines saves over $40 million per year by using mathe-
matical models to quickly recover from disruptions caused by weather delays and other
factors. These are but a few of the many companies discussed in QA in Action boxes throughout
this book.

To see other examples of how companies use quantitative analysis or operations research
methods to operate better and more efficiently, go to the website www.scienceofbetter.org. The
success stories presented there are categorized by industry, functional area, and benefit. These
success stories illustrate how operations research is truly the “science of better.”

1.2 WhatIs Quantitative Analysis?

Quantitative analysis uses
a scientific approach to decision
making.

Both qualitative and quantitative
factors must be considered.

Quantitative analysis is the scientific approach to managerial decision making. Whim, emo-
tions, and guesswork are not part of the quantitative analysis approach. The approach starts with
data. Like raw material for a factory, these data are manipulated or processed into information
that is valuable to people making decisions. This processing and manipulating of raw data into
meaningful information is the heart of quantitative analysis. Computers have been instrumental
in the increasing use of quantitative analysis.

In solving a problem, managers must consider both qualitative and quantitative factors. For
example, we might consider several different investment alternatives, including certificates of
deposit at a bank, investments in the stock market, and an investment in real estate. We can use
quantitative analysis to determine how much our investment will be worth in the future when
deposited at a bank at a given interest rate for a certain number of years. Quantitative analysis
can also be used in computing financial ratios from the balance sheets for several companies
whose stock we are considering. Some real estate companies have developed computer pro-
grams that use quantitative analysis to analyze cash flows and rates of return for investment
property.

In addition to quantitative analysis, qualitative factors should also be considered. The
weather, state and federal legislation, new technological breakthroughs, the outcome of an elec-
tion, and so on may all be factors that are difficult to quantify.

Because of the importance of qualitative factors, the role of quantitative analysis in the
decision-making process can vary. When there is a lack of qualitative factors and when
the problem, model, and input data remain the same, the results of quantitative analysis
can automate the decision-making process. For example, some companies use quantitative
inventory models to determine automatically when to order additional new materials. In
most cases, however, quantitative analysis will be an aid to the decision-making process.
The results of quantitative analysis will be combined with other (qualitative) information in
making decisions.
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Quantitative analysis has been in existence since the beginning
of recorded history, but it was Frederick W. Taylor who in the early
1900s pioneered the principles of the scientific approach to man-
agement. During World War Il, many new scientific and quantita-
tive techniques were developed to assist the military. These new
developments were so successful that after World War Il many
companies started using similar techniques in managerial decision
making and planning. Today, many organizations employ a staff

1.3 THE QUANTITATIVE ANALYSIS APPROACH
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of operations research or management science personnel or
consultants to apply the principles of scientific management to
problems and opportunities. In this book, we use the terms
management science, operations research, and quantitative
analysis interchangeably.

The origin of many of the techniques discussed in this book
can be traced to individuals and organizations that have applied
the principles of scientific management first developed by Taylor;
they are discussed in History boxes scattered throughout the book.

~

%

1.3 The Quantitative Analysis Approach

Defining the problem can be the
most important step.

Concentrate on only a few
problems.

FIGURE 1.1

The Quantitative
Analysis Approach
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Solution
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Analyzing
the Results
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Implementing
the Results

The types of models include
physical, scale, schematic, and
mathematical models.

The quantitative analysis approach consists of defining a problem, developing a model, acquir-
ing input data, developing a solution, testing the solution, analyzing the results, and implement-
ing the results (see Figure 1.1). One step does not have to be finished completely before the next
is started; in most cases one or more of these steps will be modified to some extent before the fi-
nal results are implemented. This would cause all of the subsequent steps to be changed. In some
cases, testing the solution might reveal that the model or the input data are not correct. This
would mean that all steps that follow defining the problem would need to be modified.

Defining the Problem

The first step in the quantitative approach is to develop a clear, concise statement of the
problem. This statement will give direction and meaning to the following steps.

In many cases, defining the problem is the most important and the most difficult step. It is
essential to go beyond the symptoms of the problem and identify the true causes. One problem
may be related to other problems; solving one problem without regard to other related problems
can make the entire situation worse. Thus, it is important to analyze how the solution to one
problem affects other problems or the situation in general.

It is likely that an organization will have several problems. However, a quantitative analysis
group usually cannot deal with all of an organization’s problems at one time. Thus, it is usually
necessary to concentrate on only a few problems. For most companies, this means selecting
those problems whose solutions will result in the greatest increase in profits or reduction in costs
to the company. The importance of selecting the right problems to solve cannot be overempha-
sized. Experience has shown that bad problem definition is a major reason for failure of man-
agement science or operations research groups to serve their organizations well.

When the problem is difficult to quantify, it may be necessary to develop specific,
measurable objectives. A problem might be inadequate health care delivery in a hospital. The
objectives might be to increase the number of beds, reduce the average number of days a patient
spends in the hospital, increase the physician-to-patient ratio, and so on. When objectives are
used, however, the real problem should be kept in mind. It is important to avoid obtaining spe-
cific and measurable objectives that may not solve the real problem.

Developing a Model
Once we select the problem to be analyzed, the next step is to develop a model. Simply stated, a
model is a representation (usually mathematical) of a situation.

Even though you might not have been aware of it, you have been using models most of your
life. You may have developed models about people’s behavior. Your model might be that friend-
ship is based on reciprocity, an exchange of favors. If you need a favor such as a small loan, your
model would suggest that you ask a good friend.

Of course, there are many other types of models. Architects sometimes make a physical
model of a building that they will construct. Engineers develop scale models of chemical plants,
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Operations researchers and decision scientists have been investi-
gating oil spill response and alleviation strategies since long before
the BP oil spill disaster of 2010 in the Gulf of Mexico. A four-phase
classification system has emerged for disaster response research: mit-
igation, preparedness, response, and recovery. Mitigation means re-
ducing the probability that a disaster will occur and implementing
robust, forward-thinking strategies to reduce the effects of a disaster

* INTRODUCTION TO QUANTITATIVE ANALYSIS

VBN [e) 'l Operations Research and Oil Spills

Many quantitative tools have helped in areas of risk analysis,
insurance, logistical preparation and supply management, evacu-
ation planning, and development of communication systems. Re-
cent research has shown that while many strides and discoveries
have been made, much research is still needed. Certainly each of
the four disaster response areas could benefit from additional re-
search, but recovery seems to be of particular concern and per-
haps the most promising for future research.

that does occur. Preparedness is any and all organization efforts that
happen a priori to a disaster. Response is the location, allocation, and
overall coordination of resources and procedures during the disaster
that are aimed at preserving life and property. Recovery is the set of
actions taken to minimize the long-term impacts of a particular dis-
aster after the immediate situation has stabilized.

Source: Based on N. Altay and W. Green. “OR/MS Research in Disaster Oper-
ations Management,” European Journal of Operational Research 175, 1 (2006):
475-493.

called pilot plants. A schematic model is a picture, drawing, or chart of reality. Automobiles,
lawn mowers, gears, fans, typewriters, and numerous other devices have schematic models
(drawings and pictures) that reveal how these devices work. What sets quantitative analysis apart
from other techniques is that the models that are used are mathematical. A mathematical model
is a set of mathematical relationships. In most cases, these relationships are expressed in equa-
tions and inequalities, as they are in a spreadsheet model that computes sums, averages, or stan-
dard deviations.

Although there is considerable flexibility in the development of models, most of the models
presented in this book contain one or more variables and parameters. A variable, as the name
implies, is a measurable quantity that may vary or is subject to change. Variables can be
controllable or uncontrollable. A controllable variable is also called a decision variable. An
example would be how many inventory items to order. A parameter is a measurable quantity
that is inherent in the problem. The cost of placing an order for more inventory items is an
example of a parameter. In most cases, variables are unknown quantities, while parameters
are known quantities. All models should be developed carefully. They should be solvable, real-
istic, and easy to understand and modify, and the required input data should be obtainable.
The model developer has to be careful to include the appropriate amount of detail to be solvable
yet realistic.

Acquiring Input Data

Once we have developed a model, we must obtain the data that are used in the model (input
data). Obtaining accurate data for the model is essential; even if the model is a perfect represen-
tation of reality, improper data will result in misleading results. This situation is called garbage
in, garbage out. For a larger problem, collecting accurate data can be one of the most difficult
steps in performing quantitative analysis.

There are a number of sources that can be used in collecting data. In some cases, company
reports and documents can be used to obtain the necessary data. Another source is interviews
with employees or other persons related to the firm. These individuals can sometimes provide
excellent information, and their experience and judgment can be invaluable. A production su-
pervisor, for example, might be able to tell you with a great degree of accuracy the amount of
time it takes to produce a particular product. Sampling and direct measurement provide other
sources of data for the model. You may need to know how many pounds of raw material are used
in producing a new photochemical product. This information can be obtained by going to the
plant and actually measuring with scales the amount of raw material that is being used. In other
cases, statistical sampling procedures can be used to obtain data.

Garbage in, garbage out means
that improper data will result
in misleading results.
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The input data and model
determine the accuracy of the
solution.

Testing the data and model is
done before the results are
analyzed.

Sensitivity analysis determines
how the solutions will change
with a different model or input
data.
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Developing a Solution

Developing a solution involves manipulating the model to arrive at the best (optimal) solution to
the problem. In some cases, this requires that an equation be solved for the best decision. In
other cases, you can use a trial and error method, trying various approaches and picking the one
that results in the best decision. For some problems, you may wish to try all possible values for
the variables in the model to arrive at the best decision. This is called complete enumeration.
This book also shows you how to solve very difficult and complex problems by repeating a few
simple steps until you find the best solution. A series of steps or procedures that are repeated is
called an algorithm, named after Algorismus, an Arabic mathematician of the ninth century.
The accuracy of a solution depends on the accuracy of the input data and the model. If the in-
put data are accurate to only two significant digits, then the results can be accurate to only two sig-
nificant digits. For example, the results of dividing 2.6 by 1.4 should be 1.9, not 1.857142857.

Testing the Solution

Before a solution can be analyzed and implemented, it needs to be tested completely. Because
the solution depends on the input data and the model, both require testing.

Testing the input data and the model includes determining the accuracy and completeness
of the data used by the model. Inaccurate data will lead to an inaccurate solution. There are sev-
eral ways to test input data. One method of testing the data is to collect additional data from a
different source. If the original data were collected using interviews, perhaps some additional
data can be collected by direct measurement or sampling. These additional data can then be
compared with the original data, and statistical tests can be employed to determine whether there
are differences between the original data and the additional data. If there are significant differ-
ences, more effort is required to obtain accurate input data. If the data are accurate but the
results are inconsistent with the problem, the model may not be appropriate. The model can be
checked to make sure that it is logical and represents the real situation.

Although most of the quantitative techniques discussed in this book have been computer-
ized, you will probably be required to solve a number of problems by hand. To help detect both
logical and computational mistakes, you should check the results to make sure that they are con-
sistent with the structure of the problem. For example, (1.96)(301.7) is close to (2)(300), which
is equal to 600. If your computations are significantly different from 600, you know you have
made a mistake.

Analyzing the Results and Sensitivity Analysis

Analyzing the results starts with determining the implications of the solution. In most cases, a
solution to a problem will result in some kind of action or change in the way an organization is
operating. The implications of these actions or changes must be determined and analyzed before
the results are implemented.

Because a model is only an approximation of reality, the sensitivity of the solution to
changes in the model and input data is a very important part of analyzing the results. This type
of analysis is called sensitivity analysis or postoptimality analysis. It determines how much the
solution will change if there were changes in the model or the input data. When the solution is
sensitive to changes in the input data and the model specification, additional testing should be
performed to make sure that the model and input data are accurate and valid. If the model or data
are wrong, the solution could be wrong, resulting in financial losses or reduced profits.

The importance of sensitivity analysis cannot be overemphasized. Because input data may
not always be accurate or model assumptions may not be completely appropriate, sensitivity
analysis can become an important part of the quantitative analysis approach. Most of the chap-
ters in the book cover the use of sensitivity analysis as part of the decision-making and problem-
solving process.

Implementing the Results

The final step is to implement the results. This is the process of incorporating the solution into
the company. This can be much more difficult than you would imagine. Even if the solution
is optimal and will result in millions of dollars in additional profits, if managers resist the
new solution, all of the efforts of the analysis are of no value. Experience has shown that a large
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The Finn-P G Dealing T\
MODELING IN THE REAL WORLD [Sirsaftsshotonn

St Defining the Problem
the Problem Founded in 1969, the Finn-Power Group is Scandinavia’s largest machine-tool manufacturer, exporting
about 88% of its products to more than 50 countries. One of Finn-Power’s leading sectors is machinery au-
tomation, developed in the company’s northern Italian facility. While delivering very high-quality outputs, the
machines had to be configured in more than 60,000 different ways to accommodate customers’ needs, and
the need for successive modifications based on after sale requests created substantial optimization problems
and delays in product delivery.
Developing Developing a Model
a Model In 1999 Finn-Power began to study the introduction of sophisticated planning bills to produce more accurate
forecasts about its components needs. The purpose of the planning bills was to simplify the master produc-
l tion scheduling (MPS) and the requirements of input materials.
P Acqulrmg Inpqt Datal B -
Input Data The input data required consisted of specific details about the components, such as whether they were com-
mon to a set of products (modular bills) or specific to a single one. Bills were based both on historical data
l from previous sales and estimates about the probability of use for each component.
T Deve!opmg a .Solutlorll . | | |
a Solution In the initial solution, planning bills were implemented, and the company was able to achieve a substantial
reduction of the items that required individual estimates, therefore reducing overall time. A two-level pro-
l duction schedule to streamline the production was also introduced.
) Testing the Solution
Testing the est g-t ¢ _SO utp , , o ,
Solution The planning bills solution was tested in the Italian subsidiary operations. Salespeople collected orders from

customers, and requests for modifications were passed to the designers and buyers to be implemented.

:

Analyzing
the Results

Analyzing the Results

The first test was not successful as the process of updating the planning bills was not carried out with the
necessary clarity of objectives. Also, the reports produced were incomplete and hard to read, and they did
not convey a real picture of the modifications actually required. As a result, the company failed to deliver the
scheduled models in time and in some cases had to rework some of the components. A revised model was
therefore proposed to address these shortcomings.

. Implementing the Results
Implementing i i o } ) ]
the Results The revised model, which enhanced product modularity, finally yielded the desired results. It dramatically
improved the accuracy of forecasts, streamlined the production process as originally intended, and signifi-
cantly augmented the number of on-time deliveries from 38% in 1999 to 80% in 2002. Also, it signifi-
cantly reduced the value of the obsolete stock by 62.5%, resulting in huge savings and improved
performance.

Source: Danese P. and P. Romano. “Finn-Power Italia Develops and Implements a Method to Cope with High Product Variety
and Frequent Modifications,” Interfaces 35, 6 (November—December, 2005): 449-459.

number of quantitative analysis teams have failed in their efforts because they have failed to im-
plement a good, workable solution properly.

After the solution has been implemented, it should be closely monitored. Over time, there
may be numerous changes that call for modifications of the original solution. A changing
economy, fluctuating demand, and model enhancements requested by managers and decision
makers are only a few examples of changes that might require the analysis to be modified.
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The Quantitative Analysis Approach and Modeling in the Real World

The quantitative analysis approach is used extensively in the real world. These steps, first seen
in Figure 1.1 and described in this section, are the building blocks of any successful use of quan-
titative analysis. As seen in our first Modeling in the Real World box, the steps of the quantita-
tive analysis approach can be used to help a company such as The Finn-Power Group, to
schedule and customize its products. Throughout this book, you will see how the steps of the
quantitative analysis approach are used to help countries and companies of all sizes save mil-
lions of dollars, plan for the future, increase revenues, and provide higher-quality products and
services. The Modeling in the Real World boxes in every chapter will demonstrate to you the
power and importance of quantitative analysis in solving real problems for real organizations.
Using the steps of quantitative analysis, however, does not guarantee success. These steps must
be applied carefully.

1.4 How to Develop a Quantitative Analysis Model

Expenses include fixed and
variable costs.

Developing a model is an important part of the quantitative analysis approach. Let’s see how we
can use the following mathematical model, which represents profit:

Profit = Revenue — Expenses

In many cases, we can express revenues as price per unit multiplied times the number of units
sold. Expenses can often be determined by summing fixed costs and variable cost. Variable cost
is often expressed as variable cost per unit multiplied times the number of units. Thus, we can
also express profit in the following mathematical model:

Profit = Revenue — (Fixed cost + Variable cost)

Profit = (Selling price per unit)(Number of units sold)
— [Fixed cost + (Variable cost per unit)(Number of units sold) ]

sX — [f + vX]
sX — f — vX (1-1)

Profit
Profit

where
s = selling price per unit
f = fixed cost
v = variable cost per unit
X = number of units sold

The parameters in this model are f, v, and s, as these are inputs that are inherent in the model.
The number of units sold (X) is the decision variable of interest.

EXAMPLE: PRITCHETT’S PRECIOUS TIME PIECES We will use the Bill Pritchett clock repair shop
example to demonstrate the use of mathematical models. Bill’s company, Pritchett’s Precious
Time Pieces, buys, sells, and repairs old clocks and clock parts. Bill sells rebuilt springs for a
price per unit of $10. The fixed cost of the equipment to build the springs is $1,000. The vari-
able cost per unit is $5 for spring material. In this example,

s =10
= 1,000
v=>5

The number of springs sold is X, and our profit model becomes

Profit = $10X — $1,000 — $5X

If sales are 0, Bill will realize a $1,000 loss. If sales are 1,000 units, he will realize a profit of
$4,000 ($4,000 = ($10)(1,000) — $1,000 — ($5)(1,000)). See if you can determine the profit
for other values of units sold.
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The BEP results in $0 profits.

Deterministic means with
complete certainty.

In addition to the profit models shown here, decision makers are often interested in the
break-even point (BEP). The BEP is the number of units sold that will result in $0 profits. We
set profits equal to $0 and solve for X, the number of units at the break-even point:

0=sX—-f—vX
This can be written as

O=@G6G—-vX-—-f
Solving for X, we have

f=6-vX
f

A

X:

This quantity (X) that results in a profit of zero is the BEP, and we now have this model for the BEP:

Fixed cost

BEP = , , . . ,
(Selling price per unit) — (Variable cost per unit)

f

s =V

BEP =

1-2)

For the Pritchett’s Precious Time Pieces example, the BEP can be computed as follows:

BEP = $1,000/($10 — $5) = 200 units, or springs, at the break-even point

The Advantages of Mathematical Modeling
There are a number of advantages of using mathematical models:

1. Models can accurately represent reality. If properly formulated, a model can be extremely
accurate. A valid model is one that is accurate and correctly represents the problem or sys-
tem under investigation. The profit model in the example is accurate and valid for many
business problems.

2. Models can help a decision maker formulate problems. In the profit model, for example,

a decision maker can determine the important factors or contributors to revenues and
expenses, such as sales, returns, selling expenses, production costs, transportation costs,
and so on.

3. Models can give us insight and information. For example, using the profit model from the
preceding section, we can see what impact changes in revenues and expenses will have on
profits. As discussed in the previous section, studying the impact of changes in a model,
such as a profit model, is called sensitivity analysis.

4. Models can save time and money in decision making and problem solving. It usually takes
less time, effort, and expense to analyze a model. We can use a profit model to analyze the
impact of a new marketing campaign on profits, revenues, and expenses. In most cases,
using models is faster and less expensive than actually trying a new marketing campaign in
a real business setting and observing the results.

5. A model may be the only way to solve some large or complex problems in a timely
fashion. A large company, for example, may produce literally thousands of sizes of nuts,
bolts, and fasteners. The company may want to make the highest profits possible given its
manufacturing constraints. A mathematical model may be the only way to determine the
highest profits the company can achieve under these circumstances.

6. A model can be used to communicate problems and solutions to others. A decision analyst
can share his or her work with other decision analysts. Solutions to a mathematical model
can be given to managers and executives to help them make final decisions.

Mathematical Models Categorized by Risk

Some mathematical models, like the profit and break-even models previously discussed, do not
involve risk or chance. We assume that we know all values used in the model with complete
certainty. These are called deterministic models. A company, for example, might want to
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minimize manufacturing costs while maintaining a certain quality level. If we know all these
values with certainty, the model is deterministic.

Other models involve risk or chance. For example, the market for a new product might be
“good” with a chance of 60% (a probability of 0.6) or “not good” with a chance of 40% (a prob-
ability of 0.4). Models that involve chance or risk, often measured as a probability value, are
called probabilistic models. In this book, we will investigate both deterministic and probabilis-
tic models.

1.5 The Role of Computers and Spreadsheet Models in the Quantitative Analysis Approach

PROGRAM 1.1

The QM for Windows
Main Menu of
Quantitative Models

Developing a solution, testing the solution, and analyzing the results are important steps in the
quantitative analysis approach. Because we will be using mathematical models, these steps re-
quire mathematical calculations. Fortunately, we can use the computer to make these steps eas-
ier. Two programs that allow you to solve many of the problems found in this book are provided
at the Companion Website for this book:

1. POM-QM for Windows is an easy-to-use decision support system that was developed for
use with production/operations management (POM) and quantitative methods or quantita-
tive management (QM) courses. POM for Windows and QM for Windows were originally
separate software packages for each type of course. These are now combined into one pro-
gram called POM-QM for Windows. As seen in Program 1.1, it is possible to display all
the modules, only the POM modules, or only the QM modules. The images shown in this
textbook will typically display only the QM modules. Hence, in this book, reference will
usually be made to QM for Windows. Appendix E at the end of the book and many of the
end-of-chapter appendices provide more information about QM for Windows.

2. Excel QM, which can also be used to solve many of the problems discussed in this book,
works automatically within Excel spreadsheets. Excel QM makes using a spreadsheet even
easier by providing custom menus and solution procedures that guide you through every
step. In Excel 2007, the main menu is found in the Add-Ins tab, as shown in Program 1.2.
Appendix F provides further details of how to install this add-in program to Excel 2010
and Excel 2007. To solve the break-even problem discussed in Section 1.4, we illustrate
Excel QM features in Programs 1.3A and 1.3B.

Eile =/ View Module Tools Help
DnGals s
Breakeven,Cost-Volume Analysis :

&nm

(Unstruction )— Dectn Al
Forecasting

Game Theory

Goal Programming

Integer & Mixed Integer Programming
Inyentory

Linear Programming

Markov Analysis

Material Requirements Planning
MNetwiorks

Project Management (PERT/CPM)
Quality Control

Simulation

Statistics (mean, var, sd; normal dist)
Transportation

Waiting Lines

Display POM Modules only

Data area

Display ALL Modules

Utility bar 45 Module | [ Print Sepeen
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PROGRAM 1.2 Home Insert Page Layout Formulas Data Review View Add-Ins Acrobat
Excel QM Main Menu of |
Quantitative Models in
Excel 2010

Pupreferences §i & 7 1@ 7 & @2 Mail @ PHWeb Site H] Unload el QM F About @ Help

Assignment

Excel QM

Ereakeven Analysis

» Gelect the Add-Ins ta@

n Beciion A ; “stom Toolbars
[: SN AY Click Excel QM, and the drop-down
1 Forecastind menu opens with the list of models
Games (Ze_available in Excel QM. Y, E F G H
Inventory b

Linear, Integer & Mixed Integer Programming
Markov Chains
Material Requirements Planning

Network Analysis ]

Project Management b
Quality Control ]
Simulation

Statistics (mean, var, sd; Normal Dist) b

Transportation
Waiting Lines ]
Show/Hide Toolbar

Tools [ ] |

T

PROGRAM 1'3A Home Insert Page Layout Formulas Data Review View AddIns Acrobat
SeIeCting Breakeven M pH Preferences 'EE = E“I io oF @ @L‘]el\dail '@PH Web Site m_Unload ExcehQM T} About @ Help

Analysis in Excel QM
Bl _ @elect the Add-Ins takD
[ Crossover/Cost-Volume Analysis

|:P Decision Analysis \Breake\ren (Cost/s Revenue) {% |
[ | Forecasting l .
Select Excel QM. T \F\/G [ & | 1 [ 1 ]| «

Select Breakeven Analysis and then
Linear, Integer & Mixed Integer Programming| select Breakeven (Cost vs Revenue).

Breakeven Analysi

L | Games (Zero

Inventory

Markov Chains

Material Requirements Planning

Metwork: Analysis b |
Project Management L3
Quality Control b |
Simulation

Statistics (mean, var, sd; Mormal Dist) b |

Transportation
Waiting Lines L
Show/Hide Toolbar

Tools b |

=

Add-in programs make Excel, which is already a wonderful tool for modeling, even
more powerful in solving quantitative analysis problems. Excel QM and the Excel files used in
the examples throughout this text are also included on the Companion Website for this text.
There are two other powerful Excel built-in features that make solving quantitative analysis
problems easier:

1. Solver. Solver is an optimization technique that can maximize or minimize a quantity
given a set of limitations or constraints. We will be using Solver throughout the text to
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PROGRAM 1.3B

Breakeven Analysis
in Excel QM

PROGRAM 1.4

Using Goal Seek in the
Break-Even Problem to
Achieve a Specified
Profit

31

' | —=
T Prl“hmz“k Rapalt To see the formula used fo\r the calculations, hold (?Iown £ b la
2 the Ctrl key and press the " (grave accent) key. Doing
3 BreakevenAnalysis | this a second time returns to the display of the results.
a4
5 Entar the fixod and variable costs and the salling price intho data area You may anter a valuma at which 1o porfarm a voluma analysia I
%]
T
8 Data C’ut any value in B13, and Excel}volnmunalvsis
q Option 1 o g
s P T will compute the profit in B23.
11 Variable cost 5 | Gaak |
12 Revenue 10 | 3500 1
13 Vel {optional) =
14 | 3000
15 Results | 2500 <
16 Breakeven peoints 2 2000
17 Units 200 |
18 Dollars| §  2,000.00 1500
19 1000
20 Volume Analysis @ 0units .. N
21 Costs S 1,00000 The break-even point is given
22 Revenue s in units and also in dollars. . .
23 Profit S (1,000.00) 300 400 00
24 Units
25 Graph i 3
26 Units Casts Revenus e b s
27 0 1000 0
28 4ano 3000 4000
solve optimization problems. It is described in detail in Chapter 7 and used in
Chapters 7-12.
2. Goal Seek. This feature of Excel allows you to specify a goal or target (Set Cell) and what

variable (Changing Cell) that you want Excel to change in order to achieve a desired goal.

Bill Pritchett, for example, would like to determine how many springs must be sold to
make a profit of $175. Program 1.4 shows how Goal Seek can be used to make the
necessary calculations.

[l
(= RS -

| File Home Insert Page Layout Formulas Data Review View Add Ins Acrobat
= = D) Connections | | fo¥Fen & = 24 Data Validatio & =

Get External| [efrest i’ ropertic z) - M A A 5 .
| Data~ i T stes [P WhatIf Analy
,! Connections Sort & Filter Data 'cp\/ Cutline

B13 b, Ix |
A B | Cc E F G H

| 1 Pritchatt Clock Rapair Select the Data tab and
12 then select What-If Analysis.
| 3 Breakeven Analysis Then select Goal Seek.
[ Put the cell that has
| : Enter the lixed and vanable costs andthe seling pricein the data area. You may entera volume atwhichtf . proﬁt (B23) into
|7 he Set Cell window.
|| 8 Data
Il 9 QOption 1 4
|| 10 Fixed cost 1000 To wabue: 175

11 Variable cost 5 By changing cell: | $0$12

12 Revenue 10 i

13 Volume(optional) ! 235

Results
Breakeven points |

Put in the desired profit and specify
the location for the volume cell (B13).

17 Click OK, and Excel will change the value in
18 cell B13. Other cells are changed according
19 to the formulas in those cells.
20 Volume Afaryss ZooTumT
1 21 |Costs S 2,175.00
{| 22 |Revenue S 2,350.00
|| 23 |Profit 5 175.00
il 24
25 Graph
26 Units Costs Revenue
27 0 1000 0
28 400 3000 4000
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IN ACTION

In 1997, the Pittsburgh Pirates signed Ross Ohlendorf because
of his 95-mph sinking fastball. Little did they know that Ross pos-
sessed operations research skills also worthy of national merit.
Ross Ohlendorf had graduated from Princeton University with a
3.8 GPA in operations research and financial engineering.

Indeed, after the 2009 baseball season, when Ross applied for
an 8-week unpaid internship with the U.S. Department of Agricul-
ture, he didn’t need to mention his full-time employer because the

Major League Operations Research
at the Department of Agriculture

Secretary of the Department of Agriculture at the time, Tom Vilsack,
was born and raised in Pittsburgh and was an avid Pittsburgh
Pirates fan. Ross spent 2 months of the ensuing off-season utiliz-
ing his educational background in operations research, helping the
Department of Agriculture track disease migration in livestock, a
subject Ross has a vested interest in as his family runs a cattle
ranch in Texas. Moreover, when ABC News asked Ross about his
off-season unpaid internship experience, he replied, “This one’s
been, I'd say, the most exciting off-season I've had."”

1.6 Possible Problems in the Quantitative Analysis Approach

All viewpoints should be
considered before formally
defining the problem.

We have presented the quantitative analysis approach as a logical, systematic means of tackling
decision-making problems. Even when these steps are followed carefully, there are many diffi-
culties that can hurt the chances of implementing solutions to real-world problems. We now take
a look at what can happen during each of the steps.

Defining the Problem

One view of decision makers is that they sit at a desk all day long, waiting until a problem arises,
and then stand up and attack the problem until it is solved. Once it is solved, they sit down, re-
lax, and wait for the next big problem. In the worlds of business, government, and education,
problems are, unfortunately, not easily identified. There are four potential roadblocks that quan-
titative analysts face in defining a problem. We use an application, inventory analysis, through-
out this section as an example.

CONFLICTING VIEWPOINTS The first difficulty is that quantitative analysts must often consider
conflicting viewpoints in defining the problem. For example, there are at least two views that
managers take when dealing with inventory problems. Financial managers usually feel that
inventory is too high, as inventory represents cash not available for other investments. Sales
managers, on the other hand, often feel that inventory is too low, as high levels of inventory may
be needed to fill an unexpected order. If analysts assume either one of these statements as the
problem definition, they have essentially accepted one manager’s perception and can expect
resistance from the other manager when the “solution” emerges. So it’s important to consider
both points of view before stating the problem. Good mathematical models should include all
pertinent information. As we shall see in Chapter 6, both of these factors are included in inven-
tory models.

IMPACT ON OTHER DEPARTMENTS The next difficulty is that problems do not exist in isolation
and are not owned by just one department of a firm. Inventory is closely tied with cash flows
and various production problems. A change in ordering policy can seriously hurt cash flows and
upset production schedules to the point that savings on inventory are more than offset by in-
creased costs for finance and production. The problem statement should thus be as broad as pos-
sible and include input from all departments that have a stake in the solution. When a solution is
found, the benefits to all areas of the organization should be identified and communicated to the
people involved.

BEGINNING ASSUMPTIONS The third difficulty is that people have a tendency to state pro-
blems in terms of solutions. The statement that inventory is too low implies a solution that in-
ventory levels should be raised. The quantitative analyst who starts off with this assumption will
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problem leaves the real problem
unsolved.

Obtaining accurate input data
can be very difficult.
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probably indeed find that inventory should be raised. From an implementation standpoint, a
“good” solution to the right problem is much better than an “optimal” solution to the wrong
problem. If a problem has been defined in terms of a desired solution, the quantitative analyst
should ask questions about why this solution is desired. By probing further, the true problem
will surface and can be defined properly.

SOLUTION OUTDATED Even with the best of problem statements, however, there is a fourth dan-
ger. The problem can change as the model is being developed. In our rapidly changing business
environment, it is not unusual for problems to appear or disappear virtually overnight. The ana-
lyst who presents a solution to a problem that no longer exists can’t expect credit for providing
timely help. However, one of the benefits of mathematical models is that once the original model
has been developed, it can be used over and over again whenever similar problems arise. This
allows a solution to be found very easily in a timely manner.

Developing a Model

FITTING THE TEXTBOOK MODELS One problem in developing quantitative models is that a man-
ager’s perception of a problem won’t always match the textbook approach. Most inventory
models involve minimizing the total of holding and ordering costs. Some managers view these
costs as unimportant; instead, they see the problem in terms of cash flow, turnover, and levels
of customer satisfaction. Results of a model based on holding and ordering costs are probably
not acceptable to such managers. This is why the analyst must completely understand the model
and not simply use the computer as a “black box” where data are input and results are given
with no understanding of the process. The analyst who understands the process can explain
to the manager how the model does consider these other factors when estimating the different
types of inventory costs. If other factors are important as well, the analyst can consider these
and use sensitivity analysis and good judgment to modify the computer solution before it is
implemented.

UNDERSTANDING THE MODEL A second major concern involves the trade-off between the com-
plexity of the model and ease of understanding. Managers simply will not use the results of a
model they do not understand. Complex problems, though, require complex models. One trade-
off is to simplify assumptions in order to make the model easier to understand. The model loses
some of its reality but gains some acceptance by management.

One simplifying assumption in inventory modeling is that demand is known and con-
stant. This means that probability distributions are not needed and it allows us to build simple,
easy-to-understand models. Demand, however, is rarely known and constant, so the model we
build lacks some reality. Introducing probability distributions provides more realism but may
put comprehension beyond all but the most mathematically sophisticated managers. One
approach is for the quantitative analyst to start with the simple model and make sure that it is
completely understood. Later, more complex models can be introduced slowly as managers gain
more confidence in using the new approach. Explaining the impact of the more sophisticated
models (e.g., carrying extra inventory called safety stock) without going into complete mathe-
matical details is sometimes helpful. Managers can understand and identify with this concept,
even if the specific mathematics used to find the appropriate quantity of safety stock is not
totally understood.

Acquiring Input Data
Gathering the data to be used in the quantitative approach to problem solving is often not a sim-
ple task. One-fifth of all firms in a recent study had difficulty with data access.

USING ACCOUNTING DATA One problem is that most data generated in a firm come from basic
accounting reports. The accounting department collects its inventory data, for example, in terms
of cash flows and turnover. But quantitative analysts tackling an inventory problem need to col-
lect data on holding costs and ordering costs. If they ask for such data, they may be shocked to
find that the data were simply never collected for those specified costs.
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Hard-to-understand mathematics
and one answer can be a problem
in developing a solution.

Assumptions should be reviewed.

Professor Gene Woolsey tells a story of a young quantitative analyst sent down to account-
ing to get “the inventory holding cost per item per day for part 23456/AZ.” The accountant asked
the young man if he wanted the first-in, first-out figure, the last-in, first-out figure, the lower of
cost or market figure, or the “how-we-do-it” figure. The young man replied that the inventory
model required only one number. The accountant at the next desk said, “Hell, Joe, give the kid a
number.” The kid was given a number and departed.

VALIDITY OF DATA A lack of “good, clean data” means that whatever data are available must often
be distilled and manipulated (we call it “fudging”) before being used in a model. Unfortunately,
the validity of the results of a model is no better than the validity of the data that go into the model.
You cannot blame a manager for resisting a model’s “scientific” results when he or she knows that
questionable data were used as input. This highlights the importance of the analyst understanding
other business functions so that good data can be found and evaluated by the analyst. It also em-
phasizes the importance of sensitivity analysis, which is used to determine the impact of minor
changes in input data. Some solutions are very robust and would not change at all for certain
changes in the input data.

Developing a Solution

HARD-TO-UNDERSTAND MATHEMATICS The first concern in developing solutions is that al-
though the mathematical models we use may be complex and powerful, they may not be com-
pletely understood. Fancy solutions to problems may have faulty logic or data. The aura of
mathematics often causes managers to remain silent when they should be critical. The well-
known operations researcher C. W. Churchman cautions that “because mathematics has been so
revered a discipline in recent years, it tends to lull the unsuspecting into believing that he who
thinks elaborately thinks well.”!

ONLY ONE ANSWER IS LIMITING The second problem is that quantitative models usually give
just one answer to a problem. Most managers would like to have a range of options and not be
put in a take-it-or-leave-it position. A more appropriate strategy is for an analyst to present a
range of options, indicating the effect that each solution has on the objective function. This gives
managers a choice as well as information on how much it will cost to deviate from the optimal
solution. It also allows problems to be viewed from a broader perspective, since nonquantitative
factors can be considered.

Testing the Solution

The results of quantitative analysis often take the form of predictions of how things will work in
the future if certain changes are made now. To get a preview of how well solutions will really
work, managers are often asked how good the solution looks to them. The problem is that com-
plex models tend to give solutions that are not intuitively obvious. Such solutions tend to be re-
jected by managers. The quantitative analyst now has the chance to work through the model and
the assumptions with the manager in an effort to convince the manager of the validity of the re-
sults. In the process of convincing the manager, the analyst will have to review every assump-
tion that went into the model. If there are errors, they may be revealed during this review. In
addition, the manager will be casting a critical eye on everything that went into the model, and
if he or she can be convinced that the model is valid, there is a good chance that the solution re-
sults are also valid.

Analyzing the Results

Once a solution has been tested, the results must be analyzed in terms of how they will affect the
total organization. You should be aware that even small changes in organizations are often diffi-
cult to bring about. If the results indicate large changes in organization policy, the quantitative
analyst can expect resistance. In analyzing the results, the analyst should ascertain who must
change and by how much, if the people who must change will be better or worse off, and who
has the power to direct the change.

IC. W. Churchman. “Relativity Models in the Social Sciences,” Interfaces 4, 1 (November 1973).
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in Athens

The 2004 Olympic Games were held in Athens, Greece, over a
period of 16 days. More than 2,000 athletes competed in 300
events in 28 sports. The events were held in 36 different venues
(stadia, competition centers, etc.), and 3.6 million tickets were
sold to people who would view these events. In addition, 2,500
members of international committees and 22,000 journalists and
broadcasters attended these games. Home viewers spent more
than 34 billion hours watching these sporting events. The 2004
Olympic Games was the biggest sporting event in the history of
the world up to that point.

In addition to the sporting venues, other noncompetitive ven-
ues, such as the airport and Olympic village, had to be consid-
ered. A successful Olympics requires tremendous planning for the
transportation system that will handle the millions of spectators.
Three years of work and planning were needed for the 16 days of
the Olympics.

The Athens Olympic Games Organizing Committee (ATHOC)
had to plan, design, and coordinate systems that would be deliv-
ered by outside contractors. ATHOC personnel would later be re-
sponsible for managing the efforts of volunteers and paid staff
during the operations of the games. To make the Athens
Olympics run efficiently and effectively, the Process Logistics

PLATO Helps 2004 Olympic Games
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Advanced Technical Optimization (PLATO) project was begun.
Innovative techniques from management science, systems engi-
neering, and information technology were used to change the
planning, design, and operations of venues.

The objectives of PLATO were to (1) facilitate effective organiza-
tional transformation, (2) help plan and manage resources in a cost-
effective manner, and (3) document lessons learned so future
Olympic committees could benefit. The PLATO project developed
business-process models for the various venues, developed simula-
tion models that enable the generation of what-if scenarios, devel-
oped software to aid in the creation and management of these
models, and developed process steps for training ATHOC personnel
in using these models. Generic solutions were developed so that this
knowledge and approach could be made available to other users.

PLATO was credited with reducing the cost of the 2004
Olympics by over $69 million. Perhaps even more important is the
fact that the Athens games were universally deemed an unquali-
fied success. The resulting increase in tourism is expected to re-
sult in economic benefit to Greece for many years in the future.

Source: Based on D. A. Beis, et al. “PLATO Helps Athens Win Gold: Olympic
Games Knowledge Modeling for Organizational Change and Resource Man-
agement,” Interfaces 36, 1 (January—February 2006): 26-42.

1.7

Implementation—Not Just the Final Step

Management support and user
involvement are important.

We have just presented some of the many problems that can affect the ultimate acceptance of
the quantitative analysis approach and use of its models. It should be clear now that implemen-
tation isn’t just another step that takes place after the modeling process is over. Each one of these
steps greatly affects the chances of implementing the results of a quantitative study.

Lack of Commitment and Resistance to Change

Even though many business decisions can be made intuitively, based on hunches and experience,
there are more and more situations in which quantitative models can assist. Some managers,
however, fear that the use of a formal analysis process will reduce their decision-making power.
Others fear that it may expose some previous intuitive decisions as inadequate. Still others just
feel uncomfortable about having to reverse their thinking patterns with formal decision making.
These managers often argue against the use of quantitative methods.

Many action-oriented managers do not like the lengthy formal decision-making process and
prefer to get things done quickly. They prefer “quick and dirty” techniques that can yield imme-
diate results. Once managers see some quick results that have a substantial payoff, the stage is
set for convincing them that quantitative analysis is a beneficial tool.

We have known for some time that management support and user involvement are critical
to the successful implementation of quantitative analysis projects. A Swedish study found that
only 40% of projects suggested by quantitative analysts were ever implemented. But 70% of the
quantitative projects initiated by users, and fully 98% of projects suggested by top managers,
were implemented.

Lack of Commitment by Quantitative Analysts

Just as managers’ attitudes are to blame for some implementation problems, analysts’ attitudes
are to blame for others. When the quantitative analyst is not an integral part of the department
facing the problem, he or she sometimes tends to treat the modeling activity as an end in itself.
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That is, the analyst accepts the problem as stated by the manager and builds a model to solve
only that problem. When the results are computed, he or she hands them back to the manager
and considers the job done. The analyst who does not care whether these results help make the
final decision is not concerned with implementation.

Successful implementation requires that the analyst not zell the users what to do, but work
with them and take their feelings into account. An article in Operations Research describes an
inventory control system that calculated reorder points and order quantities. But instead of
insisting that computer-calculated quantities be ordered, a manual override feature was installed.
This allowed users to disregard the calculated figures and substitute their own. The override was
used quite often when the system was first installed. Gradually, however, as users came to real-
ize that the calculated figures were right more often than not, they allowed the system’s figures
to stand. Eventually, the override feature was used only in special circumstances. This is a good

example of how good relationships can aid in model implementation.

Summary

Quantitative analysis is a scientific approach to decision mak-
ing. The quantitative analysis approach includes defining the
problem, developing a model, acquiring input data, developing
a solution, testing the solution, analyzing the results, and im-
plementing the results. In using the quantitative approach,
however, there can be potential problems, including conflicting
viewpoints, the impact of quantitative analysis models on other

Glossary

departments, beginning assumptions, outdated solutions, fitting
textbook models, understanding the model, acquiring good
input data, hard-to-understand mathematics, obtaining only
one answer, testing the solution, and analyzing the results. In
using the quantitative analysis approach, implementation is not
the final step. There can be a lack of commitment to the
approach and resistance to change.

Algorithm A set of logical and mathematical operations per-
formed in a specific sequence.

Break-Even Point The quantity of sales that results in zero
profit.

Deterministic Model A model in which all values used in
the model are known with complete certainty.

Input Data Data that are used in a model in arriving at the
final solution.

Mathematical Model A model that uses mathematical equa-
tions and statements to represent the relationships within
the model.

Model A representation of reality or of a real-life situation.

Parameter A measurable input quantity that is inherent in
a problem.

Key Equations

Probabilistic Model A model in which all values used in the
model are not known with certainty but rather involve some
chance or risk, often measured as a probability value.

Problem A statement, which should come from a manager,
that indicates a problem to be solved or an objective or a
goal to be reached.

Quantitative Analysis or Management Science A scientific
approach that uses quantitative techniques as a tool in deci-
sion making.

Sensitivity Analysis A process that involves determining
how sensitive a solution is to changes in the formulation of
a problem.

Stochastic Model Another name for a probabilistic model.

Variable A measurable quantity that is subject to change.

(1-1) Profit = sX — f — vX

where

selling price per unit
= fixed cost

= variable cost per unit
X = number of units sold

A N

An equation to determine profit as a function of the sell-
ing price per unit, fixed costs, variable costs, and num-
ber of units sold.

f

S — Vv

(1-2) BEP =

An equation to determine the break-even point (BEP) in
units as a function of the selling price per unit (s), fixed
costs (f), and variable costs (v).
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Before taking the self-test, refer to the learning objectives at the beginning of the chapter,

the notes in the margins, and the glossary at the end of the chapter.
e Use the key at the back of the book to correct your answers.
o Restudy pages that correspond to any questions that you answered incorrectly or material

you feel uncertain about.

. In analyzing a problem, you should normally study
a. the qualitative aspects.

b. the quantitative aspects.

c. both a and b.

d. neither a nor b.

. Quantitative analysis is

a. a logical approach to decision making.

b. a rational approach to decision making.

c. a scientific approach to decision making.

d. all of the above.

. Frederick Winslow Taylor

a. was a military researcher during World War II.

b. pioneered the principles of scientific management.
c. developed the use of the algorithm for QA.

d. all of the above.

. An input (such as variable cost per unit or fixed cost) for
a model is an example of

a. a decision variable.

b. a parameter.

c. an algorithm.

d. a stochastic variable.

. The point at which the total revenue equals total cost
(meaning zero profit) is called the

a. zero-profit solution.

b. optimal-profit solution.

c. break-even point.

d. fixed-cost solution.

. Quantitative analysis is typically associated with the use of
a. schematic models.

b. physical models.

c. mathematical models.

d. scale models.

. Sensitivity analysis is most often associated with which
step of the quantitative analysis approach?

a. defining the problem

b. acquiring input data

Discussion Questions and Problems

10.

11.

12.

13.

14.

15.

c. implementing the results
d. analyzing the results
A deterministic model is one in which
a. there is some uncertainty about the parameters used in
the model.
b. there is a measurable outcome.
c. all parameters used in the model are known with
complete certainty.
d. there is no available computer software.
The term algorithm
a. is named after Algorismus.
b. is named after a ninth-century Arabic mathematician.
c. describes a series of steps or procedures to be
repeated.
d. all of the above.
An analysis to determine how much a solution would
change if there were changes in the model or the input
data is called
a. sensitivity or postoptimality analysis.
b. schematic or iconic analysis.
c. futurama conditioning.
d. both b and c.
Decision variables are
a. controllable.
b. uncontrollable.
C. parameters.
d. constant numerical values associated with any
complex problem.
is the scientific approach to managerial
decision making.
is the first step in quantitative
analysis.
A is a picture, drawing, or chart of
reality.
A series of steps that are repeated until a solution is
found is called a(n)

Discussion Questions

1-1 What is the difference between quantitative and
qualitative analysis? Give several examples.

1-2 Define quantitative analysis. What are some of the
organizations that support the use of the scientific
approach?

1-3  What is the quantitative analysis process? Give sev-
eral examples of this process.

1-4 Briefly trace the history of quantitative analysis.
What happened to the development of quantitative
analysis during World War I1?

1-5 Give some examples of various types of models.
What is a mathematical model? Develop two exam-
ples of mathematical models.

1-6 List some sources of input data.

1-7 What is implementation, and why is it important?
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1-8

1-9

1-10

1-13

Describe the use of sensitivity analysis and postopti-
mality analysis in analyzing the results.

Managers are quick to claim that quantitative ana-
lysts talk to them in a jargon that does not sound like
English. List four terms that might not be under-
stood by a manager. Then explain in nontechnical
terms what each term means.

Why do you think many quantitative analysts don’t
like to participate in the implementation process?
What could be done to change this attitude?

Should people who will be using the results of a new
quantitative model become involved in the technical
aspects of the problem-solving procedure?

C. W. Churchman once said that “mathematics ...
tends to lull the unsuspecting into believing that he
who thinks elaborately thinks well.” Do you think
that the best QA models are the ones that are most
elaborate and complex mathematically? Why?
What is the break-even point? What parameters are
necessary to find it?

Problems

L.1-14
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Gina Fox has started her own company, Foxy Shirts,
which manufactures imprinted shirts for special oc-
casions. Since she has just begun this operation, she
rents the equipment from a local printing shop when
necessary. The cost of using the equipment is $350.
The materials used in one shirt cost $8, and Gina can
sell these for $15 each.
(a) If Gina sells 20 shirts, what will her total rev-
enue be? What will her total variable cost be?
(b) How many shirts must Gina sell to break even?
What is the total revenue for this?

Ray Bond sells handcrafted yard decorations at
county fairs. The variable cost to make these is $20
each, and he sells them for $50. The cost to rent a
booth at the fair is $150. How many of these must
Ray sell to break even?

Ray Bond, from Problem 1-15, is trying to find a new
supplier that will reduce his variable cost of produc-
tion to $15 per unit. If he was able to succeed in re-
ducing this cost, what would the break-even point be?

Katherine D’ Ann is planning to finance her college
education by selling programs at the football games
for State University. There is a fixed cost of $400 for
printing these programs, and the variable cost is $3.
There is also a $1,000 fee that is paid to the univer-
sity for the right to sell these programs. If Katherine
was able to sell programs for $5 each, how many
would she have to sell in order to break even?

Katherine D’ Ann, from Problem 1-17, has become
concerned that sales may fall, as the team is on a

Note: £ means the problem may be solved with QM for Windows; * means
the problem may be solved with Excel QM; and * means the problem may be
solved with QM for Windows and/or Excel QM.
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terrible losing streak, and attendance has fallen off.
In fact, Katherine believes that she will sell only 500
programs for the next game. If it was possible to
raise the selling price of the program and still sell
500, what would the price have to be for Katherine
to break even by selling 500?

Farris Billiard Supply sells all types of billiard
equipment, and is considering manufacturing their
own brand of pool cues. Mysti Farris, the production
manager, is currently investigating the production of
a standard house pool cue that should be very popu-
lar. Upon analyzing the costs, Mysti determines that
the materials and labor cost for each cue is $25, and
the fixed cost that must be covered is $2,400 per
week. With a selling price of $40 each, how many
pool cues must be sold to break even? What would
the total revenue be at this break-even point?

Mysti Farris (see Problem 1-19) is considering rais-
ing the selling price of each cue to $50 instead of
$40. If this is done while the costs remain the same,
what would the new break-even point be? What
would the total revenue be at this break-even point?

Mysti Farris (see Problem 1-19) believes that there
is a high probability that 120 pool cues can be sold
if the selling price is appropriately set. What selling
price would cause the break-even point to be 1207

Golden Age Retirement Planners specializes in pro-
viding financial advice for people planning for a
comfortable retirement. The company offers semi-
nars on the important topic of retirement planning.
For a typical seminar, the room rental at a hotel is
$1,000, and the cost of advertising and other inci-
dentals is about $10,000 per seminar. The cost of the
materials and special gifts for each attendee is $60
per person attending the seminar. The company
charges $250 per person to attend the seminar as this
seems to be competitive with other companies in the
same business. How many people must attend each
seminar for Golden Age to break even?

A couple of entrepreneurial business students at

State University decided to put their education into

practice by developing a tutoring company for busi-

ness students. While private tutoring was offered, it
was determined that group tutoring before tests in
the large statistics classes would be most beneficial.

The students rented a room close to campus for $300

for 3 hours. They developed handouts based on past

tests, and these handouts (including color graphs)

cost $5 each. The tutor was paid $25 per hour, for a

total of $75 for each tutoring session.

(a) If students are charged $20 to attend the session,
how many students must enroll for the company
to break even?

(b) A somewhat smaller room is available for $200
for 3 hours. The company is considering this
possibility. How would this affect the break-even
point?
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Food and Beverages at Southwestern University Football Games

Southwestern University (SWU), a large state college in
Stephenville, Texas, 30 miles southwest of the Dallas/Fort
Worth metroplex, enrolls close to 20,000 students. The school
is the dominant force in the small city, with more students dur-
ing fall and spring than permanent residents.

A longtime football powerhouse, SWU is a member of the
Big Eleven conference and is usually in the top 20 in college
football rankings. To bolster its chances of reaching the elusive
and long-desired number-one ranking, in 2010 SWU hired the
legendary Bo Pitterno as its head coach. Although the number-
one ranking remained out of reach, attendance at the five Satur-
day home games each year increased. Prior to Pitterno’s arrival,
attendance generally averaged 25,000-29,000. Season ticket
sales bumped up by 10,000 just with the announcement of the
new coach’s arrival. Stephenville and SWU were ready to move
to the big time!

With the growth in attendance came more fame, the need
for a bigger stadium, and more complaints about seating, park-
ing, long lines, and concession stand prices. Southwestern Uni-
versity’s president, Dr. Marty Starr, was concerned not only
about the cost of expanding the existing stadium versus build-
ing a new stadium but also about the ancillary activities. He
wanted to be sure that these various support activities generated
revenue adequate to pay for themselves. Consequently, he
wanted the parking lots, game programs, and food service to all
be handled as profit centers. At a recent meeting discussing the
new stadium, Starr told the stadium manager, Hank Maddux,
to develop a break-even chart and related data for each of the
centers. He instructed Maddux to have the food service area
break-even report ready for the next meeting. After discussion
with other facility managers and his subordinates, Maddux de-
veloped the following table showing the suggested selling
prices, and his estimate of variable costs, and the percent rev-
enue by item. It also provides an estimate of the percentage of
the total revenues that would be expected for each of the items
based on historical sales data.

Maddux’s fixed costs are interesting. He estimated that the
prorated portion of the stadium cost would be as follows:
salaries for food services at $100,000 ($20,000 for each of the
five home games); 2,400 square feet of stadium space at $2 per
square foot per game; and six people per booth in each of the

Bibliography

SELLING VARIABLE PERCENT
ITEM PRICE/UNIT  COST/UNIT  REVENUE
Soft drink $1.50 $0.75 25%
Coffee 2.00 0.50 25%
Hot dogs 2.00 0.80 20%
Hamburgers 2.50 1.00 20%
Misc. snacks 1.00 0.40 10%

six booths for 5 hours at $7 an hour. These fixed costs will
be proportionately allocated to each of the products based on
the percentages provided in the table. For example, the revenue
from soft drinks would be expected to cover 25% of the total
fixed costs.

Maddux wants to be sure that he has a number of things for
President Starr: (1) the total fixed cost that must be covered at
each of the games; (2) the portion of the fixed cost allocated to
each of the items; (3) what his unit sales would be at break-even
for each item—that is, what sales of soft drinks, coffee, hot
dogs, and hamburgers are necessary to cover the portion of the
fixed cost allocated to each of these items; (4) what the dollar
sales for each of these would be at these break-even points; and
(5) realistic sales estimates per attendee for attendance of
60,000 and 35,000. (In other words, he wants to know how
many dollars each attendee is spending on food at his projected
break-even sales at present and if attendance grows to 60,000.)
He felt this last piece of information would be helpful to under-
stand how realistic the assumptions of his model are, and this
information could be compared with similar figures from previ-
ous seasons.

Discussion Question
1. Prepare a brief report with the items noted so it is ready

for Dr. Starr at the next meeting.
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2.1 Introduction

A probability is a numerical
statement about the chance that
an event will occur.

Life would be simpler if we knew without doubt what was going to happen in the future. The
outcome of any decision would depend only on how logical and rational the decision was. If
you lost money in the stock market, it would be because you failed to consider all the infor-
mation or to make a logical decision. If you got caught in the rain, it would be because you
simply forgot your umbrella. You could always avoid building a plant that was too large, in-
vesting in a company that would lose money, running out of supplies, or losing crops because
of bad weather. There would be no such thing as a risky investment. Life would be simpler,
but boring.

It wasn’t until the sixteenth century that people started to quantify risks and to apply this
concept to everyday situations. Today, the idea of risk or probability is a part of our lives. “There
is a 40% chance of rain in Omaha today.” “The Florida State University Seminoles are favored 2
to 1 over the Louisiana State University Tigers this Saturday.” “There is a 50-50 chance that the
stock market will reach an all-time high next month.”

A probability is a numerical statement about the likelihood that an event will occur. In this
chapter we examine the basic concepts, terms, and relationships of probability and probability
distributions that are useful in solving many quantitative analysis problems. Table 2.1 lists some
of the topics covered in this book that rely on probability theory. You can see that the study of
quantitative analysis would be quite difficult without it.

2.2 Fundamental Concepts

People often misuse the two basic
rules of probabilities when they
use such statements as, “I'm
110% sure we’re going to win the
big game.”

TABLE 2.1

Chapters in this Book
that Use Probability

There are two basic rules regarding the mathematics of probability:

1. The probability, P, of any event or state of nature occurring is greater than or equal to 0 and
less than or equal to 1. That is,

0 = P(event) = 1 (2-1)
A probability of 0 indicates that an event is never expected to occur. A probability of
1 means that an event is always expected to occur.

2. The sum of the simple probabilities for all possible outcomes of an activity must equal 1.
Both of these concepts are illustrated in Example 1.

3 Decision Analysis

4 Regression Models

5 Forecasting

6 Inventory Control Models

12 Project Management

13 Waiting Lines and Queuing Theory Models
14 Simulation Modeling

15 Markov Analysis

16 Statistical Quality Control

Module 3 Decision Theory and the Normal Distribution

Module 4 Game Theory
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EXAMPLE 1: TWO RULES OF PROBABILITY Demand for white latex paint at Diversey Paint and
Supply has always been 0, 1, 2, 3, or 4 gallons per day. (There are no other possible outcomes
and when one occurs, no other can.) Over the past 200 working days, the owner notes the
following frequencies of demand.

QUANTITY
DEMANDED (GALLONS) NUMBER OF DAYS

40

80

50

20

10
Total 200

A W D = O

If this past distribution is a good indicator of future sales, we can find the probability
of each possible outcome occurring in the future by converting the data into percentages of
the total:

QUANTITY DEMANDED PROBABILITY

0 0.20 (=40/200)

1 0.40 (=80,/200)

2 0.25 (=50/200)

3 0.10 (=20/200)

4 0.05 (=10/200)
(

Total 1.00(=200/200)

Thus, the probability that sales are 2 gallons of paint on any given day is P(2 gallons) =
0.25 = 25%. The probability of any level of sales must be greater than or equal to 0 and less
than or equal to 1. Since 0, 1, 2, 3, and 4 gallons exhaust all possible events or outcomes, the
sum of their probability values must equal 1.

Types of Probability

There are two different ways to determine probability: the objective approach and the subjective
approach.

OBJECTIVE PROBABILITY Example 1 provides an illustration of objective probability assessment.
The probability of any paint demand level is the relative frequency of occurrence of that demand
in a large number of trial observations (200 days, in this case). In general,

Number of occurrences of the event

P(event) = -
( ) Total number of trials or outcomes

Objective probability can also be set using what is called the classical or logical method.
Without performing a series of trials, we can often logically determine what the probabilities
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Where do probabilities come
Jfrom? Sometimes they are
subjective and based on personal
experiences. Other times they are
objectively based on logical
observations such as the roll of a
die. Often, probabilities are
derived from historical data.

of various events should be. For example, the probability of tossing a fair coin once and getting
a head is

1 <«—— Number of ways of getting a head

P(head) =
(head) 2 ~<—— Number of possible outcomes (head or tail)

Similarly, the probability of drawing a spade out of a deck of 52 playing cards can be logically
set as

13 <«—— Number of chances of drawing a spade

P(spade) = 57 ~<«—— Number of possible outcomes

Ve =025 =25%

SUBJECTIVE PROBABILITY When logic and past history are not appropriate, probability values
can be assessed subjectively. The accuracy of subjective probabilities depends on the experience
and judgment of the person making the estimates. A number of probability values cannot be
determined unless the subjective approach is used. What is the probability that the price of gaso-
line will be more than $4 in the next few years? What is the probability that our economy will
be in a severe depression in 2015? What is the probability that you will be president of a major
corporation within 20 years?

There are several methods for making subjective probability assessments. Opinion polls can
be used to help in determining subjective probabilities for possible election returns and potential
political candidates. In some cases, experience and judgment must be used in making subjective
assessments of probability values. A production manager, for example, might believe that the
probability of manufacturing a new product without a single defect is 0.85. In the Delphi
method, a panel of experts is assembled to make their predictions of the future. This approach is
discussed in Chapter 5.

2.3 Mutually Exclusive and Collectively Exhaustive Events

Events are said to be mutually exclusive if only one of the events can occur on any one trial.
They are called collectively exhaustive if the list of outcomes includes every possible
outcome. Many common experiences involve events that have both of these properties. In
tossing a coin, for example, the possible outcomes are a head or a tail. Since both of them
cannot occur on any one toss, the outcomes head and tail are mutually exclusive. Since
obtaining a head and obtaining a tail represent every possible outcome, they are also collec-
tively exhaustive.

EXAMPLE 2: ROLLING A DIE Rolling a die is a simple experiment that has six possible outcomes,
each listed in the following table with its corresponding probability:

= L N SO SR SR
=

Total 1
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MODELING IN THE REAL WORLD [tttk

Defining
the Problem

Developing
a Model

Acquiring
Input Data

\

Developing
a Solution

|

Testing the
Solution

l

Analyzing
the Results

l

Implementing
the Results

2.3 MUTUALLY EXCLUSIVE AND COLLECTIVELY EXHAUSTIVE EVENTS

Defining the Problem

The scarcity of liver organs for transplants has reached critical levels in the United States; 1,131 individuals
died in 1997 while waiting for a transplant. With only 4,000 liver donations per year, there are 10,000
patients on the waiting list, with 8,000 being added each year. There is a need to develop a model to
evaluate policies for allocating livers to terminally ill patients who need them.

Developing a Model

Doctors, engineers, researchers, and scientists worked together with Pritsker Corp. consultants in the
process of creating the liver allocation model, called ULAM. One of the model’s jobs would be to evaluate
whether to list potential recipients on a national basis or regionally.

Acquiring Input Data

Historical information was available from the United Network for Organ Sharing (UNOS), from 1990 to
1995. The data were then stored in ULAM. “Poisson” probability processes described the arrivals of donors
at 63 organ procurement centers and arrival of patients at 106 liver transplant centers.

Developing a Solution

ULAM provides probabilities of accepting an offered liver, where the probability is a function of the
patient’s medical status, the transplant center, and the quality of the offered liver. ULAM also models the
daily probability of a patient changing from one status of criticality to another.

Testing the Solution

Testing involved a comparison of the model output to actual results over the 1992-1994 time period.
Model results were close enough to actual results that ULAM was declared valid.

Analyzing the Results

ULAM was used to compare more than 100 liver allocation policies and was then updated in 1998, with
more recent data, for presentation to Congress.

Implementing the Results

Based on the projected results, the UNOS committee voted 18-0 to implement an allocation policy
based on regional, not national, waiting lists. This decision is expected to save 2,414 lives over an 8-
year period.

Source: Based on A. A. B. Pritsker. “Life and Death Decisions,” OR/MS Today (August 1998): 22-28.

45

These events are both mutually exclusive (on any roll, only one of the six events can occur)
and are also collectively exhaustive (one of them must occur and hence they total in probabil-

ity to 1).

EXAMPLE 3: DRAWING A CARD You are asked to draw one card from a deck of 52 playing cards.

Using a logical probability assessment, it is easy to set some of the relationships, such as

P(drawinga7) = %5, = /3
P(drawing a heart) = 135, = 1,

We also see that these events (drawing a 7 and drawing a heart) are not mutually exclusive since
a 7 of hearts can be drawn. They are also not collectively exhaustive since there are other cards

in the deck besides 7s and hearts.
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This table is especially useful
in helping to understand the
difference between mutually
exclusive and collectively
exhaustive events.

FIGURE 2.1

Addition Law for Events
that are Mutually
Exclusive

P(Aor B) = P(A) + P(B)

FIGURE 2.2

Addition Law for Events
that are Not Mutually
Exclusive

You can test your understanding of these concepts by going through the following cases:

g[UTUALLY COLLECTIVELY
XCLUSIVE? EXHAUSTIVE?

1. Draw a spade and a club Yes No

2. Draw a face card and a number card Yes Yes

3. Draw an ace and a 3 Yes No

4. Draw a club and a nonclub Yes Yes

5. Draw a 5 and a diamond No No

6. Draw a red card and a diamond No No

Adding Mutually Exclusive Events

Often we are interested in whether one event or a second event will occur. This is often called
the union of two events. When these two events are mutually exclusive, the law of addition is
simply as follows:
P(event Aorevent B) = P(event A) + P(event B)
or, more briefly,
P(AorB) = P(A) + P(B) (2-2)

For example, we just saw that the events of drawing a spade or drawing a club out of a deck
of cards are mutually exclusive. Since P(spade) = 135, and P(club) = 13%,, the probability of
drawing either a spade or a club is

P(spadeorclub) = P(spade) + P(club)

Bfs, + sy
= 25, = 14 = 0.50 = 50%

The Venn diagram in Figure 2.1 depicts the probability of the occurrence of mutually exclusive
events.

Law of Addition for Events That Are Not Mutually Exclusive

When two events are not mutually exclusive, Equation 2-2 must be modified to account for dou-
ble counting. The correct equation reduces the probability by subtracting the chance of both
events occurring together:

P(event Aorevent B) = P(event A) + P(event B)
—P(event A and event B both occurring)
This can be expressed in shorter form as
P(AorB) = P(A) + P(B) — P(Aand B) 2-3)

Figure 2.2 illustrates this concept of subtracting the probability of outcomes that are common to
both events. When events are mutually exclusive, the area of overlap, called the intersection, is 0,
as shown in Figure 2.1.

P(Aand B)

Q

P(Aor B) = P(A) + P(B) — P(Aand B)
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The formula for adding events
that are not mutually exclusive is
P(AorB) = P(A) +

P(B) — P(A andB). Do you
understand why we subtract

P(A andB)?
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Let us consider the events drawing a 5 and drawing a diamond out of the card deck. These
events are not mutually exclusive, so Equation 2-3 must be applied to compute the probability
of either a 5 or a diamond being drawn:

P(five or diamond) = P(five) + P(diamond) — P(five and diamond)
o+ 9 -
52 52 52

95 =3

2.4 Statistically Independent Events

A marginal probability is the
probability of an event occurring.

A joint probability is the product
of marginal probabilities.

A conditional probability is the
probability of an event occurring
given that another event has
taken place.

Events may be either independent or dependent. When they are independent, the occurrence
of one event has no effect on the probability of occurrence of the second event. Let us examine
four sets of events and determine which are independent:

1. (a) Your education } Dependent events

(b) Your income level Can you explain why?

2. (a) Draw a jack of hearts from a full 52-card deck

(b) Draw a jack of clubs from a full 52-card deck } Independent events

3. (a) Chicago Cubs win the National League pennant

D dent t
(b) Chicago Cubs win the World Series } ependent events

4. (a) Snow in Santiago, Chile

.. . } Independent events
(b) Rain in Tel Aviv, Israel

The three types of probability under both statistical independence and statistical depend-
ence are (1) marginal, (2) joint, and (3) conditional. When events are independent, these three
are very easy to compute, as we shall see.

A marginal (or a simple) probability is just the probability of an event occurring. For exam-
ple, if we toss a fair die, the marginal probability of a 2 landing face up is P(dieisa2) =
1/6 = 0.166. Because each separate toss is an independent event (that is, what we get on the first
toss has absolutely no effect on any later tosses), the marginal probability for each possible out-
come is Y.

The joint probability of two or more independent events occurring is the product of their
marginal or simple probabilities. This may be written as

P(AB) = P(A) X P(B) (2-4)
where
P(AB) = joint probability of events A and B occuring together, or one after the other

P(A) = marginal probability of event A

P(B) = marginal probability of event B
The probability, for example, of tossing a 6 on the first roll of a die and a 2 on the second
roll is

P(6 on first and 2 on second roll)

P(tossing a 6) X P(tossing a2)

o X Y6 = Y6

0.028

The third type, conditional probability, is expressed as P(B|A), or “the probability of event
B, given that event A has occurred.” Similarly, P(A|B) would mean “the conditional probability
of event A, given that event B has taken place.” Since events are independent the occurrence of one
in no way affects the outcome of another, P(A|B) = P(A) and P(B|A) = P(B).
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EXAMPLE 4: PROBABILITIES WHEN EVENTS ARE INDEPENDENT A bucket contains 3 black balls
and 7 green balls. We draw a ball from the bucket, replace it, and draw a second ball. We can
determine the probability of each of the following events occurring:

1. A black ball is drawn on the first draw:
P(B) = 0.30 (This is a marginal probability.)
2. Two green balls are drawn:
P(GG) = P(G) X P(G) = (0.7)(0.7) = 0.49
(This is a joint probability for two independent events.)
3. A black ball is drawn on the second draw if the first draw is green:

P(B|G) = P(B) = 0.30 (This is a conditional probability but equal to the marginal
because the two draws are independent events.)

4. A green ball is drawn on the second draw if the first draw was green:

P(G|G) = P(G) = 0.70 (This is a conditional probability, as in event 3.)

2.5 Statistically Dependent Events

When events are statistically dependent, the occurrence of one event affects the probability of
occurrence of some other event. Marginal, conditional, and joint probabilities exist under
dependence as they did under independence, but the form of the latter two are changed.

A marginal probability is computed exactly as it was for independent events. Again, the
marginal probability of the event A occurring is denoted P(A).

Calculating a conditional probability under dependence is somewhat more involved than it
is under independence. The formula for the conditional probability of A, given that event B has
taken place, is stated as

palg) = DAB) 2-3)

P(B)

From Equation 2-5, the formula for a joint probability is
P(AB) = P(A|B)P(B) (2-6)

EXAMPLE 5: PROBABILITIES WHEN EVENTS ARE DEPENDENT Assume that we have an urn con-
taining 10 balls of the following descriptions:

4 are white (W) and lettered (L).
2 are white (W) and numbered (N).
3 are yellow (Y) and lettered (L).
1 is yellow (Y) and numbered (N).

You randomly draw a ball from the urn and see that it is yellow. What, then, is the probability
that the ball is lettered? (See Figure 2.3.)
Since there are 10 balls, it is a simple matter to tabulate a series of useful probabilities:

P(WL) = %o =04 P(YL) = 3o =03

P(WN) =% =02  P(YN) = }jp =01
P(W) = %9 =06, or P(W)= P(WL)+ P(WN)=04+02=06
P(L) =7 =07, or P(L)= P(WL)+ P(YL) =04+ 03 =07
P(Y) = %o =04, or P(Y)= P(YL)+ P(YN)=03+0.1=04
P(N) = 3%y =03, or P(N)=P(WN)+ P(YN)=02+0.1=03
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FIGURE 2.3

Dependent Events
of Example 5
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4 balls
White (W)
and
Lettered (L)

~— Probability (WL) = %

; 2 balls
Urn contains
10 balls White (W) | propability (WN) = 2
and 10

Numbered (N)

3 balls
Yellow (Y)
and
Lettered (L)

<~ Probability (YL) = %

1 ball Yellow (Y)

D ili -1
and Numbered (N) Probability (YN)

10

We can now calculate the conditional probability that the ball drawn is lettered, given that it
is yellow:
P(YL) 03

== =07
P(Y) 04 07

P(LlY) =

This equation shows that we divided the probability of yellow and lettered balls (3 out of 10) by
the probability of yellow balls (4 out of 10). There is a 0.75 probability that the yellow ball that
you drew is lettered.

We can use the joint probability formula to verify that P(YL) = 0.3, which was obtained
by inspection in Example 5 by multiplying P(L|Y) times P(Y):

P(YL) = P(L|Y) X P(Y) = (0.75)(0.4) = 0.3

EXAMPLE 6: JOINT PROBABILITIES WHEN EVENTS ARE DEPENDENT Your stockbroker informs
you that if the stock market reaches the 12,500-point level by January, there is a 70% probability
that Tubeless Electronics will go up in value. Your own feeling is that there is only a 40% chance
of the market average reaching 12,500 points by January. Can you calculate the probability that
both the stock market will reach 12,500 points and the price of Tubeless Electronics will go up?

Let M represent the event of the stock market reaching the 12,500 level, and let T be the
event that Tubeless goes up in value. Then

P(MT) = P(T|M) X P(M) = (0.70)(0.40) = 0.28

Thus, there is only a 28% chance that both events will occur.

2.6 Revising Probabilities with Bayes’ Theorem

Bayes’ theorem is used to incorporate additional information as it is made available and help
create revised or posterior probabilities. This means that we can take new or recent data and
then revise and improve upon our old probability estimates for an event (see Figure 2.4). Let us
consider the following example.

EXAMPLE 7: POSTERIOR PROBABILITIES A cup contains two dice identical in appearance. One,
however, is fair (unbiased) and the other is loaded (biased). The probability of rolling a 3 on the
fair die is 1/6, or 0.166. The probability of tossing the same number on the loaded die is 0.60.
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FIGURE 2.4
Using Bayes’ Process

Prior

Probabilities \
o /

Information

Bayes’ Posterior
Process —— = Probabilities

We have no idea which die is which, but select one by chance and toss it. The result is
a 3. Given this additional piece of information, can we find the (revised) probability that
the die rolled was fair? Can we determine the probability that it was the loaded die that was
rolled?

The answer to these questions is yes, and we do so by using the formula for joint probabil-
ity under statistical dependence and Bayes’ theorem. First, we take stock of the information and
probabilities available. We know, for example, that since we randomly selected the die to roll,
the probability of it being fair or loaded is 0.50:

P(fair) = 0.50 P(loaded) = 0.50
We also know that
P(3|fair) = 0.166 P(3|loaded) = 0.60

Next, we compute joint probabilities P(3 and fair) and P(3 and loaded) using the formula
P(AB) = P(A|B) X P(B):
P(3 and fair) = P(3|fair) X P(fair)
= (0.166)(0.50) = 0.083

P(3 andloaded) = P(3|loaded) X P(loaded)
= (0.60)(0.50) = 0.300

A 3 can occur in combination with the state “fair die” or in combination with the state “loaded
die.” The sum of their probabilities gives the unconditional or marginal probability of a 3 on the
toss, namely, P(3) = 0.083 + 0.300 = 0.383.

If a 3 does occur, and if we do not know which die it came from, the probability that the die
rolled was the fair one is

P(fairand3)  (0.083
P(3) 0383
The probability that the die rolled was loaded is

P(fair|3) = =0.22

P(loadedand 3)  0.300

P(loaded|3) = =
(loaded|3) P(3) 0.383

= 0.78

These two conditional probabilities are called the revised or posterior probabilities for the next
roll of the die.

Before the die was rolled in the preceding example, the best we could say was that there
was a 50-50 chance that it was fair (0.50 probability) and a 50-50 chance that it was loaded.
After one roll of the die, however, we are able to revise our prior probability estimates. The
new posterior estimate is that there is a 0.78 probability that the die rolled was loaded and only a
0.22 probability that it was not.

Using a table is often helpful in performing the calculations associated with Bayes
Theorem. Table 2.2 provides the general layout for this, and Table 2.3 provides this specific
example.
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TABLE 2.2

Tabular Form of Bayes
Calculations Given that
Event B has Occurred

TABLE 2.3

Bayes Calculations Given
that a 3 is Rolled in
Example 7

Another way to compute revised
probabilities is with Bayes’
Theorem.

A Presbyterian minister, Thomas
Bayes (1702-1761), did the work
leading to this theorem.
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STATE OF P(B | STATE PRIOR JOINT POSTERIOR
NATURE  OF NATURE) PROBABILITY PROBABILITY PROBABILITY
A P(B|A) XP(A) =P(BandA)  P(Band A)/P(B) = P(A|B)
A’ P(B|A") XP(A") =P(BandA’')  P(Band A’)/P(B) = P(A’'|B)
P(B)
STATE OF  P(3| STATE PRIOR JOINT POSTERIOR
NATURE OF NATURE)  PROBABILITY  PROBABILITY PROBABILITY
Fair die 0.166 x0.5 = 0.083 0.083/0.383 = 0.22
Loaded die 0.600 x0.5 = 0.300 0.300/0.383 = 0.78
P(3) = 0.383

General Form of Bayes' Theorem

Revised probabilities can also be computed in a more direct way using a general form for Bayes’
theorem:

P(B|A)P(A)

P(AlB) = P(BIA)P(A) + P(BIA")P(A))

(2-7)

where

A’ = the complement of the event A;
for example, if A is the event “fair die,” then A’ is “loaded die”

We originally saw in Equation 2-5 the conditional probability of event A, given event B, is

P(AB
P(A|B) = P((B))

Thomas Bayes derived his theorem from this. Appendix 2.1 shows the mathematical steps lead-
ing to Equation 2-7. Now let’s return to Example 7.

Although it may not be obvious to you at first glance, we used this basic equation to com-
pute the revised probabilities. For example, if we want the probability that the fair die was rolled
given the first toss was a 3, namely, P(fair die | 3 rolled), we can let

event “fair die” replace A in Equation 2-7
event “loaded die” replace A’ in Equation 2-7

event “3 rolled” replace B in Equation 2-7
We can then rewrite Equation 2-7 and solve as follows:

P(fair die|3 rolled)
P(3 |fair) P(fair)
~ P(3|fair)P(fair) + P(3|loaded)P(loaded)
(0.166)(0.50)
(0.166)(0.50) + (0.60)(0.50)

0.083
0.383

0.22

This is the same answer that we computed in Example 7. Can you use this alternative approach to
show that P(loaded die | 3 rolled) = 0.78? Either method is perfectly acceptable, but when we deal
with probability revisions again in Chapter 3, we may find that Equation 2-7 or the tabular approach
is easier to apply. An Excel spreadsheet will be used in Chapter 3 for the tabular approach.



irmgn.ir
52 CHAPTER 2 ¢ PROBABILITY CONCEPTS AND APPLICATIONS

2.7 Further Probability Revisions

Although one revision of prior probabilities can provide useful posterior probability estimates,
additional information can be gained from performing the experiment a second time. If it is
financially worthwhile, a decision maker may even decide to make several more revisions.

EXAMPLE 8: A SECOND PROBABILITY REVISION Returning to Example 7, we now attempt to
obtain further information about the posterior probabilities as to whether the die just rolled is
fair or loaded. To do so, let us toss the die a second time. Again, we roll a 3. What are the fur-
ther revised probabilities?

To answer this question, we proceed as before, with only one exception. The probabili-
ties P(fair) = 0.50 and P(loaded) = 0.50 remain the same, but now we must compute
P(3,3]fair) = (0.166)(0.166) = 0.027 and P(3,3|loaded) = (0.6)(0.6) = 0.36. With these
joint probabilities of two 3s on successive rolls, given the two types of dice, we may revise the

probabilities:

P(3,3and fair) = P(3,3 | fair) X P(fair)

= (0.027)(0.5) = 0.013

P(3,3 andloaded) = P(3,3|loaded) X P(loaded)

Thus, the probability of rolling two 3s, a marginal probability, is 0.013 + 0.18 = 0.193, the

= (0.36)(0.5) = 0.18

sum of the two joint probabilities:

\Nith the horrific events of September 11, 2001, and the use
of airplanes as weapons of mass destruction, airline safety has be-
come an even more important international issue. How can we
reduce the impact of terrorism on air safety? What can be done
to make air travel safer overall? One answer is to evaluate various
air safety programs and to use probability theory in the analysis
of the costs of these programs.

Determining airline safety is a matter of applying the con-
cepts of objective probability analysis. The chance of getting
killed in a scheduled domestic flight is about 1 in 5 million. This
is probability of about .0000002. Another measure is the num-
ber of deaths per passenger mile flown. The number is about 1
passenger per billion passenger miles flown, or a probability of
about .000000001. Without question, flying is safer than many
other forms of transportation, including driving. For a typical
weekend, more people are killed in car accidents than a typical
air disaster.

Analyzing new airline safety measures involves costs and the
subjective probability that lives will be saved. One airline expert
proposed a number of new airline safety measures. When the

P(3, 3 and fair)

P(fair|3,3) =
(fair| 3, 3) P(.3)
0.013
= 0193 0.067
P(3, 3 and loaded)
P(loaded| 3,3) =
P(3,3)
0.18
= 0193 0.933

1\ B\ [0)\'B Flight Safety and Probability Analysis

costs involved and probability of saving lives were taken into
account, the result was about a $1 billion cost for every life saved
on average. Using probability analysis will help determine which
safety programs will result in the greatest benefit, and these
programs can be expanded.

In addition, some proposed safety issues are not completely
certain. For example, a Thermal Neutron Analysis device to detect
explosives at airports had a probability of .15 of giving a false
alarm, resulting in a high cost of inspection and long flight delays.
This would indicate that money should be spent on developing
more reliable equipment for detecting explosives. The result
would be safer air travel with fewer unnecessary delays.

Without question, the use of probability analysis to determine
and improve flight safety is indispensable. Many transportation
experts hope that the same rigorous probability models used in
the airline industry will some day be applied to the much more
deadly system of highways and the drivers who use them.

Sources: Based on Robert Machol. “Flying Scared,” OR/MS Today (October
1997): 32-37; and Arnold Barnett. “The Worst Day Ever,” OR/MS Today
(December 2001): 28-31.
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What has this second roll accomplished? Before we rolled the die the first time, we knew
only that there was a 0.50 probability that it was either fair or loaded. When the first die was
rolled in Example 7, we were able to revise these probabilities:

probability the die is fair = 0.22
probability the die is loaded = 0.78

Now, after the second roll in Example 8, our refined revisions tell us that

probability the die is fair = 0.067
probability the died is loaded = 0.933

This type of information can be extremely valuable in business decision making.

2.8 Random Variables

Try to develop a few more
examples of discrete random
variables to be sure you
understand this concept.

We have just discussed various ways of assigning probability values to the outcomes of an
experiment. Let us now use this probability information to compute the expected outcome, vari-
ance, and standard deviation of the experiment. This can help select the best decision among a
number of alternatives.

A random variable assigns a real number to every possible outcome or event in an exper-
iment. It is normally represented by a letter such as X or Y. When the outcome itself is numeri-
cal or quantitative, the outcome numbers can be the random variable. For example, consider
refrigerator sales at an appliance store. The number of refrigerators sold during a given day can
be the random variable. Using X to represent this random variable, we can express this rela-
tionship as follows:

X = number of refrigerators sold during the day

In general, whenever the experiment has quantifiable outcomes, it is beneficial to define these
quantitative outcomes as the random variable. Examples are given in Table 2.4.

When the outcome itself is not numerical or quantitative, it is necessary to define a random
variable that associates each outcome with a unique real number. Several examples are given in
Table 2.5.

There are two types of random variables: discrete random variables and continuous ran-
dom variables. Developing probability distributions and making computations based on these
distributions depends on the type of random variable.

A random variable is a discrete random variable if it can assume only a finite or limited set
of values. Which of the random variables in Table 2.4 are discrete random variables? Looking at
Table 2.4, we can see that stocking 50 Christmas trees, inspecting 600 items, and sending out
5,000 letters are all examples of discrete random variables. Each of these random variables can
assume only a finite or limited set of values. The number of Christmas trees sold, for example,
can only be integer numbers from 0 to 50. There are 51 values that the random variable X can
assume in this example.

TABLE 2.4 Examples of Random Variables

EXPERIMENT

Stock 50 Christmas trees
Inspect 600 items
Send out 5,000 sales letters

Build an apartment building

Test the lifetime of a
lightbulb (minutes)

NGE OF RANDOM

OUTCOME RANDOM VARIABLES 'ARTABLES
Number of Christmas trees sold X = number of Christmas trees sold 0,1,2,...,50
Number of acceptable items Y = number of acceptable items 0,1,2,...,600
Number of people responding Z = number of people responding 0,1,2,...,5,000
to the letters to the letters
Percent of building completed R = percent of building completed 0=R =100
after 4 months after 4 months
Length of time the bulb lasts up S = time the bulb burns 0 =S = 80,000

to 80,000 minutes
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TABLE 2.5

Random Variables for
Outcomes that are
Not Numbers

RANGE OF
RANDOM RANDOM
EXPERIMENT OUTCOME VARIABLES VARIABLES
Students respond Strongly agree (SA) 5if SA 1,2,3,4,5
to a questionnaire Agree (A) 4if A
Neutral (N) X=9 3ifN
Disagree (D) 2ifD
Strongly disagree (SD) 1if SD
One machine is inspected  Defective _ 0 if defective 0,1
Not defective Y= 1 if not defective
Consumers respond to Good 3 if good 1,2,3
how they like a product Average Z = 4 2if average
Poor 1 if poor

A continuous random variable is a random variable that has an infinite or an unlimited set
of values. Are there any examples of continuous random variables in Table 2.4 or 2.5? Looking
at Table 2.4, we can see that testing the lifetime of a lightbulb is an experiment that can be
described with a continuous random variable. In this case, the random variable, S, is the time
the bulb burns. It can last for 3,206 minutes, 6,500.7 minutes, 251.726 minutes, or any other
value between 0 and 80,000 minutes. In most cases, the range of a continuous random variable
is stated as: lower value = S = upper value, such as 0 = § = 80,000. The random variable R
in Table 2.4 is also continuous. Can you explain why?

2.9 Probability Distributions

TABLE 2.6

Probability Distribution
for Quiz Scores

Earlier we discussed the probability values of an event. We now explore the properties of
probability distributions. We see how popular distributions, such as the normal, Poisson, bino-
mial, and exponential probability distributions, can save us time and effort. Since a random vari-
able may be discrete or continuous, we consider each of these types separately.

Probability Distribution of a Discrete Random Variable

When we have a discrete random variable, there is a probability value assigned to each event.
These values must be between 0 and 1, and they must sum to 1. Let’s look at an example.

The 100 students in Pat Shannon’s statistics class have just completed a math quiz that he
gives on the first day of class. The quiz consists of five very difficult algebra problems. The
grade on the quiz is the number of correct answers, so the grades theoretically could range from
0 to 5. However, no one in this class received a score of 0, so the grades ranged from 1 to 5. The
random variable X is defined to be the grade on this quiz, and the grades are summarized in
Table 2.6. This discrete probability distribution was developed using the relative frequency
approach presented earlier.

RANDOM
VARIABLE (X)-SCORE NUMBER PROBABILITY P(X)
5 10 0.1 = 10/100
4 20 0.2 =20/100
3 30 0.3 = 30/100
2 30 0.3 = 30/100
1 10 0.1 = 10/100
Total 100 1.0 = 100/100
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The expected value of a discrete
distribution is a weighted average
of the values of the random
variable.

FIGURE 2.5

Probability Distribution
for Dr. Shannon'’s Class
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The distribution follows the three rules required of all probability distributions: (1) the
events are mutually exclusive and collectively exhaustive, (2) the individual probability values
are between 0 and 1 inclusive, and (3) the total of the probability values sum to 1.

Although listing the probability distribution as we did in Table 2.6 is adequate, it can be dif-
ficult to get an idea about characteristics of the distribution. To overcome this problem, the prob-
ability values are often presented in graph form. The graph of the distribution in Table 2.6 is
shown in Figure 2.5.

The graph of this probability distribution gives us a picture of its shape. It helps us identify
the central tendency of the distribution, called the mean or expected value, and the amount of
variability or spread of the distribution, called the variance.

Expected Value of a Discrete Probability Distribution

Once we have established a probability distribution, the first characteristic that is usually of
interest is the central tendency of the distribution. The expected value, a measure of central
tendency, is computed as the weighted average of the values of the random variable:

E(X) = éXiP(Xi)

X\ P(X)) + X5P(X5) +--+ X,P(X,) (2-8)
where

X; = random variable’s possible values
P(X;

N—
Il

probability of each of the random variable’s possible values

n
2 = summation sign indicating we are adding all n possible values
i=1

E(X) = expected value or mean of the random variable

The expected value or mean of any discrete probability distribution can be computed by
multiplying each possible value of the random variable, X, times the probability, P(X;), that
outcome will occur and summing the results, . Here is how the expected value can be com-
puted for the quiz scores:

5
E(X) = i:EIX,-P(Xi)

= X|P(X)) + XoP(X5) + X3P(X3) + X4P(X4) + Xs5P(Xs)
= (5)(0.1) + (4)(0.2) + (3)(03) + (2)(0.3) + (1)(0.1)
=29

The expected value of 2.9 is the mean score on the quiz.
0.4

0.3

0.2

P(X)

0.1
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A probability distribution is
often described by its mean and
variance. Even if most of the men
in class (or the United States)
have heights between 5 feet

6 inches and 6 feet 2 inches,
there is still some small
probability of outliers.

Variance of a Discrete Probability Distribution

In addition to the central tendency of a probability distribution, most people are interested in the
variability or the spread of the distribution. If the variability is low, it is much more likely that
the outcome of an experiment will be close to the average or expected value. On the other hand,
if the variability of the distribution is high, which means that the probability is spread out over
the various random variable values, there is less chance that the outcome of an experiment will
be close to the expected value.

The variance of a probability distribution is a number that reveals the overall spread or
dispersion of the distribution. For a discrete probability distribution, it can be computed using
the following equation:

o = Variance = i[X, — E(X)PP(X;) 2-9)
=

where

X; = random variable’s possible values
E(X) = expected value of the random variable
]

[X; — E(X)] = difference between each value of the random variable
and the expected value

P(X;) = probability of each possible value of the random variable
To compute the variance, each value of the random variable is subtracted from the expected
value, squared, and multiplied times the probability of occurrence of that value. The results are

then summed to obtain the variance. Here is how this procedure is done for Dr. Shannon’s quiz
scores:

5
variance = > [X; — E(X)]*P(X;)

i=1
variance = (5 — 2.9)%(0.1) + (4 — 2.9)%(0.2) + (3 — 2.9)%(0.3) + (2 — 2.9)%(0.3)
+ (1 —2.9)%0.1)
= (2.1)%0.1) + (1.1)2(0.2) + (0.1)%(0.3) + (—0.9)%(0.3) + (—1.9)%(0.1)
0.441 + 0.242 + 0.003 + 0.243 + 0.361
=129

A related measure of dispersion or spread is the standard deviation. This quantity is also
used in many computations involved with probability distributions. The standard deviation is
just the square root of the variance:

o = VVariance = Vo2 (2-10)

where

V' = square root
o = standard deviation

The standard deviation for the random variable X in the example is

o = VVariance
= V129 = 1.14
These calculations are easily performed in Excel. Program 2.1A shows the inputs and formulas in

Excel for calculating the mean, variance, and standard deviation in this example. Program 2.1B
provides the output for this example.

Probability Distribution of a Continuous Random Variable

There are many examples of continuous random variables. The time it takes to finish a
project, the number of ounces in a barrel of butter, the high temperature during a given day,
the exact length of a given type of lumber, and the weight of a railroad car of coal are all
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PROGRAM 2.1A

Formulas in an Excel
Spreadsheet for the
Dr. Shannon Example

PROGRAM 2.1B

Excel Output for the
Dr. Shannon Example

A probability density function,
f(X), is a mathematical way of
describing the probability
distribution.
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A B ¢ D
1 X P(X) XP(X) (X - E(X))*P(X)
205 0.1 =A2*B2 =(A2-SCS$7)A2*B2
3 4 0.2 =A3*B3 =(A3-SCS7)A2*B3
4 3 0.3 =A4*B4 =(A4-SCS7)72*B4
52 0.3 =A5*B5 =(A5-SCS7)A2*B5
6 1 0.1 =A6*B6 =(A6-SCS7)A2*B6
7 E(X) = IXP(X) = =SUM(C2:C6) =SUM(D2:D6)
8 =SQRT(D7)
A B C D E E
1 X P(X) XP(X)  (X-E(X))*P(X)
2 5 0.1 (08 0.441
a 4 0.2 0.8 0.242
4 3 0.3 0.9 0.003
5 2 0.3 0.6 0.243
6 1 0.1 0.1 0.361
7 E(X)= ZIXP(X)= 2.9 1.290 = Variance
8 1.136 = Standard deviation

examples of continuous random variables. Since random variables can take on an infinite
number of values, the fundamental probability rules for continuous random variables must
be modified.

As with discrete probability distributions, the sum of the probability values must equal 1.
Because there are an infinite number of values of the random variables, however, the probability
of each value of the random variable must be 0. If the probability values for the random variable
values were greater than 0, the sum would be infinitely large.

With a continuous probability distribution, there is a continuous mathematical function that
describes the probability distribution. This function is called the probability density function or
simply the probability function. It is usually represented by f(X). When working with contin-
uous probability distributions, the probability function can be graphed, and the area underneath
the curve represents probability. Thus, to find any probability, we simply find the area under the
curve associated with the range of interest.

We now look at the sketch of a sample density function in Figure 2.6. This curve repre-
sents the probability density function for the weight of a particular machined part. The
weight could vary from 5.06 to 5.30 grams, with weights around 5.18 grams being the
most likely. The shaded area represents the probability the weight is between 5.22 and
5.26 grams.

If we wanted to know the probability of a part weighing exactly 5.1300000 grams, for
example, we would have to compute the area of a line of width 0. Of course, this would be 0.
This result may seem strange, but if we insist on enough decimal places of accuracy, we
are bound to find that the weight differs from 5.1300000 grams exactly, be the difference
ever so slight.
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FIGURE 2.6
Sample Density Function

Probability

5.06 5.10 5.14 5.18 5.22 5.26 5.30

Weight (grams)

This is important because it means that, for any continuous distribution, the probability does
not change if a single point is added to the range of values that is being considered. In Figure 2.6
this means the following probabilities are all exactly the same:

P(5.22 < X <526) = P(522 < X = 5.26) = P(522 = X < 5.26)
= P(5.22 = X = 5.26)

The inclusion or exclusion of either endpoint (5.22 or 5.26) has no impact on the probability.

In this section we have investigated the fundamental characteristics and properties
of probability distributions in general. In the next three sections we introduce three impor-
tant continuous distributions—the normal distribution, the F distribution, and the exponen-
tial distribution—and two discrete distributions—the Poisson distribution and the binomial
distribution.

2.10 The Binomial Distribution

Many business experiments can be characterized by the Bernoulli process. The probability
of obtaining specific outcomes in a Bernoulli process is described by the binomial probabil-
ity distribution. In order to be a Bernoulli process, an experiment must have the following
characteristics:

1. Each trial in a Bernoulli process has only two possible outcomes. These are typically called
a success and a failure, although examples might be yes or no, heads or tails, pass or fail,
defective or good, and so on.

2. The probability stays the same from one trial to the next.

3. The trials are statistically independent.

4. The number of trials is a positive integer.

A common example of this process is tossing a coin.

The binomial distribution is used to find the probability of a specific number of suc-
cesses out of n trials of a Bernoulli process. To find this probability, it is necessary to know
the following:

n = the number of trials

the probability of a success on any single trial

<
Il

We let

= the number of successes

\
I

q = 1 — p = the probability of a failure



irmgn.ir

TABLE 2.7

Binomial Probability
Distribution forn =5
and p = 0.50

FIGURE 2.7

Binomial Probability
Distribution forn =5
and p = 0.50
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1
NUMBER OF HEADS  pROBABILITY = >~ (0.5)" (0.5)
(r) ri(5 = r)!
0 0.03125 = L(o 5)°(0.5)>7°
' 0!(5 — 0)! :
5!
1 15625 = ————— 5)371
0.15625 = G- 1) (0.5)! (0.5)
2 031250 =~ (05)° (0.5)°
' 21(5 — 2)! ’
3 0.31250 = L(o 5)3(0.5)°73
' 31(5 — 3)! ’
4 0.15625 = — > (0.5)*(0.5)°°4
' 41(5 — 4)! ’
5 003125 = — > (0.5)° (0.5)>73
‘ 51(5 = 5)! ’

The binomial formula is

!
Probability of r successes in n trials = L)'p' g (2-11)
r

ri(n —

The symbol ! means factorial, and n! = n(n — 1)(n — )... (1). For example,

41 = (4)(3)(2)(1) =24
Also, 1! = 1, and 0! = 1 by definition.

Solving Problems with the Binomial Formula

A common example of a binomial distribution is the tossing of a coin and counting the number
of heads. For example, if we wished to find the probability of 4 heads in 5 tosses of a coin, we
would have

n=5r=4,p=05 and ¢g=1-05=05
Thus,

51
41(5 — 4)!

= M (0.0625)(0.5) = 0.15625

4(3)(2)()(1Y)
Thus, the probability of 4 heads in 5 tosses of a coin is 0.15625 or about 16%.

Using Equation 2-11, it is also possible to find the entire probability distribution (all the
possible values for r and the corresponding probabilities) for a binomial experiment. The
probability distribution for the number of heads in 5 tosses of a fair coin is shown in Table 2.7
and then graphed in Figure 2.7.

P(4 successes in 5 trials) = 0.5%0.5°~*

Probability, P(A)

1 2 3 4 5 6
Values of r (number of sucesses)
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Solving Problems with Binomial Tables

MSA Electronics is experimenting with the manufacture of a new type of transistor that is very
difficult to mass produce at an acceptable quality level. Every hour a supervisor takes a random
sample of 5 transistors produced on the assembly line. The probability that any one transistor is
defective is considered to be 0.15. MSA wants to know the probability of finding 3, 4, or 5 de-
fectives if the true percentage defective is 15%.

For this problem, n = 5, p = 0.15, and r = 3,4, or 5. Although we could use the formula
for each of these values, it is easier to use binomial tables for this. Appendix B gives a binomial
table for a broad range of values for n, r, and p. A portion of this appendix is shown in Table 2.8.
To find these probabilities, we look through the n = 5 section and find the p = 0.15 column. In
the row where r = 3, we see 0.0244. Thus, P(r = 3) = 0.0244. Similarly, P(r = 4) = 0.0022,
and P(r = 5) = 0.0001. By adding these three probabilities we have the probability that the
number of defects is 3 or more:

P(3 or more defects) = P(3) + P(4) + P(5)
= 0.0244 + 0.0022 + 0.0001 = 0.0267

The expected value (or mean) and the variance of a binomial random variable may be easily
found. These are

Expected value (mean) = np (2-12)
Variance = np(1 — p) (2-13)

TABLE 2.8 A Sample Table for the Binomial Distribution

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45

—
— O

9]
AN E WD —=O AW, O AL E,O WO N—=O

0.9500
0.0500

0.9025
0.0950
0.0025

0.8574
0.1354
0.0071
0.0001

0.8145
0.1715
0.0135
0.0005
0.0000

0.7738
0.2036
0.0214
0.0011
0.0000
0.0000

0.7351
0.2321
0.0305
0.0021
0.0001
0.0000
0.0000

0.9000 0.8500 0.8000 0.7500 0.7000 0.6500 0.6000 0.5500 0.5000
0.1000 0.1500 0.2000 0.2500 0.3000 0.3500 0.4000 0.4500 0.5000

0.8100 0.7225 0.6400 0.5625 0.4900 0.4225 0.3600 0.3025 0.2500
0.1800 0.2500 0.3200 0.3750 0.4200 0.4550 0.4800 0.4950 0.5000
0.0100 0.0225 0.0400 0.0625 0.0900 0.1225 0.1600 0.2025 0.2500

0.7290 0.6141 0.5120 0.4219 0.3430 0.2746 0.2160 0.1664 0.1250
0.2430 0.3251 0.3840 0.4219 0.4410 0.4436 0.4320 0.4084 0.3750
0.0270 0.0574 0.0960 0.1406 0.1890 0.2389 0.2880 0.3341 0.3750
0.0010 0.0034 0.0080 0.0156 0.0270 0.0429 0.0640 0.0911 0.1250

0.6561 0.5220 0.4096 0.3164 0.2401 0.1785 0.1296 0.0915 0.0625
0.2916 0.3685 0.4096 0.4219 0.4116 0.3845 0.3456 0.2995 0.2500
0.0486 0.0975 0.1536 0.2109 0.2646 0.3105 0.3456 0.3675 0.3750
0.0036 0.0115 0.0256 0.0469 0.0756 0.1115 0.1536 0.2005 0.2500
0.0001 0.0005 0.0016 0.0039 0.0081 0.0150 0.0256 0.0410 0.0625

0.5905 0.4437 0.3277 0.2373 0.1681 0.1160 0.0778 0.0503 0.0313
0.3281 0.3915 0.4096 0.3955 0.3602 0.3124 0.2592 0.2059 0.1563
0.0729 0.1382 0.2048 0.2637 0.3087 0.3364 0.3456 0.3369 0.3125
0.0081 0.0512 0.0879 0.1323 0.1811 0.2304 0.2757 0.3125
0.0005 0.0064 0.0146 0.0284 0.0488 0.0768 0.1128 0.1563
0.0000 0.0003 0.0010 0.0024 0.0053 0.0102 0.0185 0.0313

0.5314 0.3771 0.2621 0.1780 0.1176 0.0754 0.0467 0.0277 0.0156
0.3543 0.3993 0.3932 0.3560 0.3025 0.2437 0.1866 0.1359 0.0938
0.0984 0.1762 0.2458 0.2966 0.3241 0.3280 0.3110 0.2780 0.2344
0.0146 0.0415 0.0819 0.1318 0.1852 0.2355 0.2765 0.3032 0.3125
0.0012 0.0055 0.0154 0.0330 0.0595 0.0951 0.1382 0.1861 0.2344
0.0001 0.0004 0.0015 0.0044 0.0102 0.0205 0.0369 0.0609 0.0938
0.0000 0.0000 0.0001 0.0002 0.0007 0.0018 0.0041 0.0083 0.0156
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PROGRAM 2.2A

Function in an Excel 2010
Spreadsheet for Binomial
Probabilities

PROGRAM 2.2B

Excel Output for the
Binomial Example
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The expected value and variance for the MSA Electronics example are computed as

follows:

np = 5(0.15) = 0.75
np(l — p) = 5(0.15)(0.85) = 0.6375

Expected value

Variance

Programs 2.2A and 2.2B illustrate how Excel is used for binomial probabilities.

NN OO AW N =

A Igsing the cell references eliminates the need to retype the formuB
if

you change a parameter such as p or r.

The Binomial
X = random variable f¢ The function BINOM.DIST
(r,n,p,TRUE) returns the
n=>5 ber of ti cumulative probability.
p= 0.5 ility of a succes
= 14 specific niumber of successes

=BINOM.DIST(B5,B3,B4,TRUE)
=BINOM.DIST(B5,B3,B4,FALSE)

Cumulative probabilit P(X <r) =
Probability of exactly iP(X =r) =

A B &

The Binomial Distribution
X =random variable for number of successes

n= 5 number of trials

p= 0.5 probability of a succes

r= 4 specific number of successes
Cumulative probability P(X<r)= 0.96875
Probability of exactly r successes  P(X=r)= 0.15625

2.11 The Normal Distribution

The normal distribution affects a
large number of processes in our
lives (for example, filling boxes of
cereal with 32 ounces of corn
flakes). Each normal distribution
depends on the mean and
standard deviation.

One of the most popular and useful continuous probability distributions is the normal distribu-
tion. The probability density function of this distribution is given by the rather complex formula

e (2-14)

The normal distribution is specified completely when values for the mean, p, and the stan-

dard deviation, o, are known. Figure 2.8 shows several different normal distributions with the
same standard deviation and different means. As shown, differing values of . will shift the aver-
age or center of the normal distribution. The overall shape of the distribution remains the same.

On

the other hand, when the standard deviation is varied, the normal curve either flattens out or

becomes steeper. This is shown in Figure 2.9.

As the standard deviation, o, becomes smaller, the normal distribution becomes steeper.

When the standard deviation becomes larger, the normal distribution has a tendency to flatten
out or become broader.
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FIGURE 2.8

Normal Distribution with
Different Values for p

/kSmaI/er M, same o
|

m =40 50 60
Larger ., same o
T
|
40 50 w = 60

Probabilities are used every day in sporting activities. In many
sporting events, there are questions involving strategies that must
be answered to provide the best chance of winning the game. In
baseball, should a particular batter be intentionally walked in key
situations at the end of the game? In football, should a team
elect to try for a two-point conversion after a touchdown? In soc-
cer, should a penalty kick ever be aimed directly at the goal
keeper? In curling, in the last round, or “end” of a game, is it bet-
ter to be behind by one point and have the hammer or is it better
to be ahead by one point and not have the hammer? An attempt
was made to answer this last question.

In curling, a granite stone, or “rock,” is slid across a sheet of
ice 14 feet wide and 146 feet long. Four players on each of two
teams take alternating turns sliding the rock, trying to get it as
close as possible to the center of a circle called the “house.” The
team with the rock closest to this scores points. The team that is
behind at the completion of a round or end has the advantage in

VBN [e) 'l Probability Assessments of Curling Champions

the next end by being the last team to slide the rock. This team is
said to “have the hammer.” A survey was taken of a group of ex-
perts in curling, including a number of former world champions.
In this survey, about 58% of the respondents favored having the
hammer and being down by one going into the last end. Only
about 42% preferred being ahead and not having the hammer.

Data were also collected from 1985 to 1997 at the Canadian
Men’s Curling Championships (also called the Brier). Based on the
results over this time period, it is better to be ahead by one point
and not have the hammer at the end of the ninth end rather than
be behind by one and have the hammer, as many people prefer.
This differed from the survey results. Apparently, world champi-
ons and other experts preferred to have more control of their des-
tiny by having the hammer even though it put them in a worse
situation.

Source: Based on Keith A. Willoughby and Kent J. Kostuk. “Preferred Scenar-
ios in the Sport of Curling,” Interfaces 34, 2 (March—April 2004): 117-122.

Area Under the Normal Curve

Because the normal distribution is symmetrical, its midpoint (and highest point) is at the mean.
Values on the X axis are then measured in terms of how many standard deviations they lie from
the mean. As you may recall from our earlier discussion of probability distributions, the area
under the curve (in a continuous distribution) describes the probability that a random variable has
a value in a specified interval. When dealing with the uniform distribution, it is easy to compute
the area between any points a and b. The normal distribution requires mathematical calculations
beyond the scope of this book, but tables that provide areas or probabilities are readily available.

Using the Standard Normal Table

When finding probabilities for the normal distribution, it is best to draw the normal curve and
shade the area corresponding to the probability being sought. The normal distribution table can
then be used to find probabilities by following two steps.

Step 1. Convert the normal distribution to what we call a standard normal distribution.
A standard normal distribution has a mean of 0 and a standard deviation of 1. All normal tables
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are set up to handle random variables with w = 0 and o = 1. Without a standard normal
distribution, a different table would be needed for each pair of . and o values. We call the new
standard random variable Z. The value for Z for any normal distribution is computed from this
equation:

X —
7z = " (2-15)
g
where

X = value of the random variable we want to measure
v = mean of the distribution
o = standard deviation of the distribution
Z = number of standard deviations from X to the mean,

For example, if @ = 100, ¢ = 15, and we are interested in finding the probability that the
random variable X is less than 130, we want P(X < 130):

X— w130 — 100

Z:
(] 15

0
= I = 2 standard deviations
This means that the point X is 2.0 standard deviations to the right of the mean. This is shown in
Figure 2.10.

Step 2. Look up the probability from a table of normal curve areas. Table 2.9, which also
appears as Appendix A, is such a table of areas for the standard normal distribution. It is set up
to provide the area under the curve to the left of any specified value of Z.

Let’s see how Table 2.9 can be used. The column on the left lists values of Z, with the sec-
ond decimal place of Z appearing in the top row. For example, for a value of Z = 2.00 as just
computed, find 2.0 in the left-hand column and 0.00 in the top row. In the body of the table, we
find that the area sought is 0.97725, or 97.7%. Thus,

P(X < 130) = P(Z < 2.00) = 97.7%

This suggests that if the mean 1Q score is 100, with a standard deviation of 15 points, the
probability that a randomly selected person’s 1Q is less than 130 is 97.7%. This is also the prob-
ability that the 1Q is less than or equal to 130. To find the probability that the IQ is greater than
130, we simply note that this is the complement of the previous event and the total area under
the curve (the total probability) is 1. Thus,

P(X>130)=1-P(X=130)=1— P(Z =2) =1~ 097725 = 0.02275
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FIGURE 2.10

Normal Distribution
Showing the
Relationship Between Z
Values and X Values

To be sure you understand the
concept of symmetry in Table 2.9,
try to find the probability such as
P(X < 85). Note that the
standard normal table shows only
positive Z values.

w =100
P(X < 130)

While Table 2.9 does not give negative Z values, the symmetry of the normal distribution
can be used to find probabilities associated with negative Z values. For example,
P(Z < =2) = P(Z >2).

To feel comfortable with the use of the standard normal probability table, we need to work
a few more examples. We now use the Haynes Construction Company as a case in point.

Haynes Construction Company Example
Haynes Construction Company builds primarily three- and four-unit apartment buildings (called
triplexes and quadraplexes) for investors, and it is believed that the total construction time in
days follows a normal distribution. The mean time to construct a triplex is 100 days, and the
standard deviation is 20 days. Recently, the president of Haynes Construction signed a contract
to complete a triplex in 125 days. Failure to complete the triplex in 125 days would result in se-
vere penalty fees. What is the probability that Haynes Construction will not be in violation of
their construction contract? The normal distribution for the construction of triplexes is shown in
Figure 2.11.

To compute this probability, we need to find the shaded area under the curve. We begin by
computing Z for this problem:

X —p
(6}

125 — 100
20

=20 1.25

Looking in Table 2.9 for a Z value of 1.25, we find an area under the curve of 0.89435. (We
do this by looking up 1.2 in the left-hand column of the table and then moving to the 0.05 col-
umn to find the value for Z = 1.25.) Therefore, the probability of not violating the contract is
0.89435, or about an 89% chance.

Now let us look at the Haynes problem from another perspective. If the firm finishes this
triplex in 75 days or less, it will be awarded a bonus payment of $5,000. What is the probability
that Haynes will receive the bonus?
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TABLE 2.9 Standardized Normal Distribution Function

AREA UNDER THE NORMAL CURVE

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.0 .50000 .50399 .50798 51197 51595 51994 52392 .52790 53188 .53586
0.1 .53983 .54380 54776 55172 .55567 .55962 .56356 .56749 57142 57535
0.2 .57926 58317 .58706 .59095 .59483 59871 .60257 .60642 .61026 .61409
0.3 .61791 62172 62552 .62930 .63307 .63683 .64058 .64431 .64803 .65173
04 .65542 .65910 .66276 .66640 .67003 .67364 67724 .68082 .68439 .68793
0.5 .69146 .69497 .69847 70194 .70540 70884 71226 71566 71904 712240
0.6 12575 712907 13237 713536 73891 74215 74537 74857 (15175 75490
0.7 75804 76115 76424 76730 77035 77337 77637 77935 78230 78524
0.8 718814 79103 79389 79673 719955 .80234 .80511 .80785 .81057 81327
0.9 .81594 .81859 82121 .82381 .82639 .82894 .83147 .83398 .83646 .83891
1.0 .84134 .84375 .84614 .84849 .85083 .85314 .85543 .85769 .85993 .86214
1.1 .86433 .86650 .86864 .87076 .87286 .87493 .87698 .87900 .88100 .88298
1.2 .88493 .88686 .88877 .89065 .89251 .89435 .89617 .89796 .89973 .90147
1.3 90320 .90490 90658 90824 90988 91149 91309 91466 91621 91774
1.4 91924 .92073 .92220 92364 .92507 .92647 92785 92922 .93056 .93189
1.5 93319 .93448 93574 93699 93822 .93943 94062 94179 .94295 .94408
1.6 .94520 .94630 94738 94845 .94950 .95053 95154 .95254 .95352 .95449
1.7 .95543 .95637 95728 95818 95907 .95994 .96080 .96164 .96246 96327
1.8 96407 .96485 96562 .96638 96712 96784 96856 .96926 96995 97062
1.9 97128 97193 97257 97320 97381 97441 .97500 .97558 97615 .97670
2.0 97725 97784 97831 97882 97932 97982 98030 .98077 98124 98169
2.1 98214 98257 .98300 98341 .98382 .98422 98461 .98500 98537 98574
22 .98610 .98645 98679 98713 98745 98778 98809 .98840 98870 98899
2.3 .98928 .98956 .98983 99010 99036 99061 99086 99111 99134 99158
2.4 99180 99202 99224 99245 .99266 .99286 99305 .99324 .99343 .99361
2.5 99379 .99396 99413 99430 99446 99461 99477 .99492 99506 99520
2.6 .99534 .99547 99560 99573 99585 .99598 99609 .99621 .99632 .99643
2.7 .99653 .99664 99674 99683 99693 99702 99711 .99720 99728 99736
2.8 .99744 .99752 .99760 99767 99774 99781 99788 .99795 .99801 .99807
29 99813 99819 99825 99831 .99836 99841 .99846 99851 .99856 99861
3.0 .99865 .99869 .99874 99878 99882 .99886 99889 .99893 99896 99900
3.1 .99903 .99906 99910 99913 99916 99918 99921 .99924 .99926 .99929
32 99931 .99934 99936 99938 .99940 99942 99944 .99946 99948 99950
33 .99952 .99953 .99955 99957 99958 .99960 99961 .99962 .99964 .99965
3.4 .99966 .99968 99969 99970 99971 99972 99973 .99974 99975 99976
35 99977 99978 99978 99979 99980 99981 99981 99982 99983 99983
3.6 .99984 .99985 99985 99986 .99986 .99987 99987 .99988 99988 99989
3.7 99989 .99990 99990 99990 99991 99991 99992 99992 99992 99992
3.8 .99993 .99993 .99993 99994 .99994 .99994 .99994 .99995 .99995 .99995
39 .99995 .99995 99996 99996 99996 .99996 99996 .99996 99997 99997

Source: Richard I. Levin and Charles A. Kirkpatrick. Quantitative Approaches to Management, 4th ed. Copyright © 1978, 1975, 1971, 1965 by
McGraw-Hill, Inc. Used with permission of the McGraw-Hill Book Company.
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FIGURE 2.11

Normal Distribution for
Haynes Construction

FIGURE 2.12

Probability that Haynes
will Receive the Bonus

by Finishing in 75 Days
or Less

P (X < 125)

0.89435

1 = 100 days "X = 125 days

o = 20 days 7—1.25

Figure 2.12 illustrates the probability we are looking for in the shaded area. The first step is
again to compute the Z value:

_ IR s
20 ‘

This Z value indicates that 75 days is —1.25 standard deviations to the left of the mean. But the
standard normal table is structured to handle only positive Z values. To solve this problem, we
observe that the curve is symmetric. The probability that Haynes will finish in 75 days or less
is equivalent to the probability that it will finish in more than 125 days. A moment ago (in
Figure 2.11) we found the probability that Haynes will finish in less than 125 days. That value
is 0.89435. So the probability it takes more than 125 days is

P(X > 125) = 1.0 — P(X = 125)
= 1.0 — 0.89435 = 0.10565
Thus, the probability of completing the triplex in 75 days or less is 0.10565, or about 11%.

One final example: What is the probability that the triplex will take between 110 and 125
days? We see in Figure 2.13 that

P(110 < X < 125) = P(X = 125) — P(X < 110)

That is, the shaded area in the graph can be computed by finding the probability of com-
pleting the building in 125 days or less minus the probability of completing it in 110 days
or less.

I
0.89435

P(X = 75 days)
Area of
Interest

X =75 days = 100 days

Z=-125
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FIGURE 2.13

Probability that Haynes
will Complete in 110 to
125 Days

o = 20 days

100 110 125
M ~days days days

Recall that P(X = 125 days) is equal to 0.89435. To find P(X < 110 days), we follow the
two steps developed earlier:

X-—p 110-100 10
o 20 20

= (.5 standard deviations

1. Z =

2. From Table 2.9, the area for Z = 0.50 is 0.69146. So the probability the triplex can be
completed in less than 110 days is 0.69146. Finally,

P(110 = X = 125) = 0.89435 — 0.69146 = 0.20289
The probability that it will take between 110 and 125 days is about 20%.

PROGRAM 2.3A
Function in an Excel 2010

A B

Spreadsheet for the 1 Normal distribution - Xis a
Normal Distribution 2  with mean, y, and standart
Example 3 n= 100
4 o=|20
5 x =75
6 P(X<x)= =NORM.DIST(B5,B3,B4, TRUE)
7 P(X>x)= =1-B6
PROGRAM 2.3B A B C D
E’;cr?rllgu;ips::i;?l:i;hne 1 Normal distribution - X is a normal random variable
Example 2 with mean, y, and standard deviation, o.
3 n= 100
4 o= 20
5 X = 75
6 P(X<x)= 0.10565
7 P(X>x)= 0.89435
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FIGURE 2.14

Approximate
Probabilities from the
Empirical Rule

Figure 2.14 is very important,
and you should comprehend the
meanings of £1, 2, and 3
standard deviation symmetrical
areas.

Managers often speak of 95%
and 99% confidence intervals,
which roughly refer to +2 and 3
standard deviation graphs.
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The Empirical Rule

While the probability tables for the normal distribution can provide precise probabilities, many
situations require less precision. The empirical rule was derived from the normal distribution
and is an easy way to remember some basic information about normal distributions. The empiri-
cal rule states that for a normal distribution

approximately 68% of the values will be within 1 standard deviation of the mean
approximately 95% of the values will be within 2 standard deviations of the mean

almost all (about 99.7%) of the values will be within 3 standard deviations of the mean

Figure 2.14 illustrates the empirical rule. The area from point a to point b in the first drawing
represents the probability, approximately 68%, that the random variable will be within 1 stan-
dard deviation of the mean. The middle drawing illustrates the probability, approximately 95%,
that the random variable will be within 2 standard deviations of the mean. The last drawing
illustrates the probability, about 99.7% (almost all), that the random variable will be within
3 standard deviations of the mean.

2.12 The F Distribution

The F distribution is a continuous probability distribution that is helpful in testing hypotheses
about variances. The F distribution will be used in Chapter 4 when regression models are tested
for significance. Figure 2.15 provides a graph of the F distribution. As with a graph for any con-
tinuous distribution, the area underneath the curve represents probability. Note that for a large
value of F, the probability is very small.
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The F statistic is the ratio of two sample variances from independent normal distributions.
Every F distribution has two sets of degrees of freedom associated with it. One of the degrees of
freedom is associated with the numerator of the ratio, and the other is associated with the
denominator of the ratio. The degrees of freedom are based on the sample sizes used in calculat-
ing the numerator and denominator.

Appendix D provides values of F associated with the upper tail of the distribution for cer-
tain probabilities (denoted by «) and degrees of freedom for the numerator (df;) and degrees of
freedom for the denominator (df,).

To find the F value that is associated with a particular probability and degrees of freedom,
refer to Appendix D. The following notation will be used:

df; = degrees of freedom for the numerator

df, = degrees of freedom for the denominator

Consider the following example:

af, = 5
df2 =6
a = 0.05

From Appendix D, we get

Fy.af1,ar2 = Fo05,5,6 = 4.39
This means
P(F > 439) = 0.05

The probability is very low (only 5%) that the F value will exceed 4.39. There is a 95% proba-
bility that it will not exceed 4.39. This is illustrated in Figure 2.16. Appendix D also provides
F values associated with a« = 0.01. Programs 2.4A and 2.4B illustrate Excel functions for the
F distribution.

0.05
F=4.39
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PROGRAM 2.4A

Functions in an Excel
2010 Spreadsheet for
the F Distribution

PROGRAM 2.4B

Excel Output for the
F Distribution

A B
F Distribution with df

To find F given a Given the degrees of freedom and the
df1=5 probability o = 0.05, this returns the F-value
= corresponding to the right 5% of the area.

1
)

3

4 df2= 6

5 q=0.05/
6

7

8

9

F-value = =F.INV.RT(B5,B3,B4)

To find the probability
dfl =5 [ This gives the probability to the right of th}

F-value that is specified.

10 df2= 6
11 f=42

12 P(F > f) = =F.DIST.RT(B11,B9,B10)

N A B ¢ | b | E

1 F Distribution with dfl and df2 degrees of freedom
2 Tofind F given a

<) dfl= b

4 df2 = 6

5 a= 0.05

6 F-value= 4.39

i

8 Tofind the probability to the right of a calculated value, f
9 dfl = 5

10 df2 = 6

vl f= 4.2

12 P(F>f)= 0.0548

2.13 The Exponential Distribution

The exponential distribution, also called the negative exponential distribution, is used in dealing
with queuing problems. The exponential distribution often describes the time required to service
a customer. The exponential distribution is a continuous distribution. Its probability function is

given by
FX) = pet
where

X = random variable (service times)

W
e = 2.718 (the base of the natural logarithm)

average number of units the service facility can handle in a specific period of time
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fiX)

The general shape of the exponential distribution is shown in Figure 2.17. Its expected value
and variance can be shown to be

1
Expected value = — = Average service time (2-17)
T
. 1
Variance = — (2-18)
W

As with any other continuous distribution, probabilities are found by determining the area under
the curve. For the normal distribution, we found the area by using a table of probabilities. For
the exponential distribution, the probabilities can be found using the exponent key on a calcula-
tor with the formula below. The probability that an exponentially distributed time (X) required
to serve a customer is less than or equal to time ¢ is given by the formula

PX=t)=1—-e™ (2-19)

The time period used in describing u determines the units for the time 7. For example, if w is the
average number served per hour, the time # must be given in hours. If u is the average number
served per minute, the time ¢t must be given in minutes.

Arnold’s Muffler Example

Arnold’s Muffler Shop installs new mufflers on automobiles and small trucks. The mechanic
can install new mufflers at a rate of about three per hour, and this service time is exponentially
distributed. What is the probability that the time to install a new muffler would be 1/2 hour or
less? Using Equation 2-19 we have

X

"
t

exponentially distributed service time

average number that can be served per time period = 3 per hour
1/2 hour = 0.5 hour

P(X=05)=1-¢20) =1 —¢15=1-02231 =0.7769

Figure 2.18 shows the area under the curve from 0 to 0.5 to be 0.7769. Thus, there is about a
78% chance the time will be no more than 0.5 hour and about a 22% chance that the time will
be longer than this. Similarly, we could find the probability that the service time is no more 1/3
hour or 2/3 hour, as follows:

p(x = 1) =1 -3 =1-¢1=1-03679 = 0.6321

P(X = 2) M=

I — 0.1353 = 0.8647
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FIGURE 2.18

Probability That the
Mechanic Will Install a
Muffler in 0.5 Hour

PROGRAM 2.5A

Function in an Excel
Spreadsheet for the
Exponential Distribution

PROGRAM 2.5B

Excel Output for the
Exponential Distribution

2.5

2 -
1.5 P(service time = 0.5) = 0.7769

14

0.7769

0.5

0 I T T T 1

0 0.5 1 1.5 2 25

While Equation 2-19 provides the probability that the time (X) is less than or equal to a particu-
lar value ¢, the probability that the time is greater than a particular value ¢ is found by observing
that these two events are complementary. For example, to find the probability that the mechanic
at Arnold’s Muffler Shop would take longer than 0.5 hour, we have

P(X >05)=1-P(X =05) =1- 07769 = 0.2231

Programs 2.5A and 2.5B illustrate how a function in Excel can find exponential probabilities.

A B C
1 Exponential distrib
2 Average number 3 per hour
3 t= 0.5 hours
4 P(X<t)=  =EXPON.DIST(B3,B2,TRUE)
5 P(X>t)=  =1-B4
6
7

A B C

1 Exponential distribution - the random variable (X) is time
2 Average number per time period = p = 3 per heur
3 t = 0.5000 hours
4 P(X<t)= 0.7769
5 P(X>1)= 0.2231

2.14 The Poisson Distribution

The Poisson probability
distribution is used in many
queuing models to represent
arrival patterns.

An important discrete probability distribution is the Poisson distribution.! We examine it
because of its key role in complementing the exponential distribution in queuing theory in
Chapter 13. The distribution describes situations in which customers arrive independently dur-
ing a certain time interval, and the number of arrivals depends on the length of the time interval.

'This distribution, derived by Simeon Denis Poisson in 1837, is pronounced “pwah-sahn.”
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Examples are patients arriving at a health clinic, customers arriving at a bank window, passen-
gers arriving at an airport, and telephone calls going through a central exchange.
The formula for the Poisson distribution is

e
P(X) = X (2-20)
where
P(X) = probability of exactly X arrivals or occurrences
A = average number of arrivals per unit of time (the mean arrival rate),
pronounced “lambda”
e = 2.718, the base of the natural logarithm
X = number of occurrences (0, 1,2, ...)
The mean and variance of the Poisson distribution are equal and are computed simply as
Expected value = N (2-21)
Variance = \ (2-22)

With the help of the table in Appendix C, the values of ¢ ™ are easy to find. We can use these
in the formula to find probabilities. For example, if N = 2, from Appendix C we find
¢ 2 = 0.1353. The Poisson probabilities that X is 0, 1, and 2 when A = 2 are as follows:

—A) X
e A
P(x) =
—2~0
20 (0.1353)1
P0) = &= = ( N 01353 ~ 14%
0! 1
21l -2
2 2 0.1353(2
ply=2"2=-%2°_ @) _ 2706 ~ 279
T 1
212 -2
P(2) = = = — 02706 ~ 27%
(2) =" 2(1) 2 ’

These probabilities, as well as others for A = 2 and A = 4, are shown in Figure 2.19. Notice
that the chances that 9 or more customers will arrive in a particular time period are virtually nil.
Programs 2.6A and 2.6B illustrate how Excel can be used to find Poisson probabilities.

It should be noted that the exponential and Poisson distributions are related. If the number of oc-
currences per time period follows a Poisson distribution, then the time between occurrences follows
an exponential distribution. For example, if the number of phone calls arriving at a customer service
center followed a Poisson distribution with a mean of 10 calls per hour, the time between each phone
call would be exponentially distributed with a mean time between calls of !/ hour (6 minutes).

Sample Poisson Distributions with A =2 and A = 4

0.30
0.25

o
HO)
o

0.15

robability

P
o
o
o

0.05
0.00

3 4 5 6 7 8 9 o 1t 2 3 4 5 6 7 8 9

0.25

0.20

0.15

0.10

Probability

0.05

0.00

A = 2 Distribution A = 4 Distribution
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PROGRAM 2.6A

A B @
Functions in an Excel 1 Poi d
2010 Spreadsheet for the Sieon
Poisson Distribution 2 A= 2 per hour
3 X P(X) P(X <x)
4 0 =POISSON.DIST(A4,5BS2,FALSE) =POISSON.DIST(A4,5BS2,TRUE)
511 =POISSON.DIST(A5,5B52,FALSE) =POISSON.DIST(A5,5B52, TRUE)
6 2 =POISSON.DIST(A6,5BS52,FALSE) =POISSON.DIST(A6,5B52, TRUE)
PROGRAM 2.6B x B C D L ' =
Excel Output for the : R : : :
Poisson Distribution 1 Poisson distribution - X is the number of occurrences per time period
2 | A= 2 per hour
3 X P(X) P(X<x)
) 0 0.1353 0.1353
S 1 0.2707 0.4060
6 2 0.2707 0.6767

Summary

This chapter presents the fundamental concepts of probability
and probability distributions. Probability values can be obtained
objectively or subjectively. A single probability value must be
between 0 and 1, and the sum of all probability values for all
possible outcomes must be equal to 1. In addition, probability
values and events can have a number of properties. These prop-
erties include mutually exclusive, collectively exhaustive, sta-
tistically independent, and statistically dependent events. Rules
for computing probability values depend on these fundamental
properties. It is also possible to revise probability values when
new information becomes available. This can be done using
Bayes’ theorem.

Glossary

We also covered the topics of random variables, discrete
probability distributions (such as Poisson and binomial), and
continuous probability distributions (such as normal, F, and
exponential). A probability distribution is any statement of a
probability function having a set of collectively exhaustive and
mutually exclusive events. All probability distributions follow
the basic probability rules mentioned previously.

The topics presented here will be very important in many
of the chapters to come. Basic probability concepts and distri-
butions are used for decision theory, inventory control, Markov
analysis, project management, simulation, and statistical qual-
ity control.

Bayes’ Theorem A formula that is used to revise probabili-
ties based on new information.

Bernoulli Process A process with two outcomes in each of a
series of independent trials in which the probabilities of the
outcomes do not change.

Binomial Distribution A discrete distribution that describes
the number of successes in independent trials of a Bernoulli
process.

Classical or Logical Approach An objective way of assess-
ing probabilities based on logic.

Collectively Exhaustive Events
outcomes of an experiment.

Conditional Probability The probability of one event occur-
ring given that another has taken place.

Continuous Probability Distribution A probability distri-
bution with a continuous random variable.

Continuous Random Variable A random variable that can
assume an infinite or unlimited set of values.

A collection of all possible

Dependent Events The situation in which the occurrence of
one event affects the probability of occurrence of some
other event.

Discrete Probability Distribution A probability distribution
with a discrete random variable.

Discrete Random Variable A random variable that can only
assume a finite or limited set of values.

Expected Value The (weighted) average of a probability
distribution.

F Distribution A continuous probability distribution that is
the ratio of the variances of samples from two independent
normal distributions.

Independent Events The situation in which the occurrence
of one event has no effect on the probability of occurrence
of a second event.

Joint Probability The probability of events occurring
together (or one after the other).
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Marginal Probability The simple probability of an event oc-
curring.

Mutually Exclusive Events A situation in which only one
event can occur on any given trial or experiment.

Negative Exponential Distribution A continuous probabil-
ity distribution that describes the time between customer
arrivals in a queuing situation.

Normal Distribution A continuous bell-shaped distribution
that is a function of two parameters, the mean and standard
deviation of the distribution.

Poisson Distribution A discrete probability distribution
used in queuing theory.

Prior Probability A probability value determined before
new or additional information is obtained. It is sometimes
called an a priori probability estimate.

Probability A statement about the likelihood of an event
occurring. It is expressed as a numerical value between 0
and 1, inclusive.

Key Equations
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Probability Density Function The mathematical function
that describes a continuous probability distribution. It is
represented by f{X).

Probability Distribution The set of all possible values of a
random variable and their associated probabilities.

Random Variable A variable that assigns a number to every
possible outcome of an experiment.

Relative Frequency Approach An objective way of
determining probabilities based on observing frequencies
over a number of trials.

Revised or Posterior Probability A probability value that re-
sults from new or revised information and prior probabilities.

Standard Deviation The square root of the variance.

Subjective Approach A method of determining probability
values based on experience or judgment.

Variance A measure of dispersion or spread of the probabil-
ity distribution.

(2-1) 0 = P(event) = 1

A basic statement of probability.
(2-2) P(AorB) = P(A) + P(B)

Law of addition for mutually exclusive events.
(2-3) P(AorB) = P(A) + P(B) — P(Aand B)

Law of addition for events that are not mutually exclusive.
(2-4) P(AB) = P(A)P(B)

Joint probability for independent events.
P(AB)

p(B)

Conditional probability.
(2-6) P(AB) = P(A|B)P(B)

Joint probability for dependent events.

P(B|A)P(A)

(B|A)P(A) + P(B|A")P(A")
Bayes’ law in general form.

(2-5) P(A|B) =

(2-7) P(A|B) = -

(2-8) E(X) = éXiP(Xi)

An equation that computes the expected value (mean) of
a discrete probability distribution.
n
(2-9) o? = Variance = > [X; — E(X)]*P(X;)
i=1
An equation that computes the variance of a discrete
probability distribution.

(2-10) ¢ = \/Variance = Vo2
An equation that computes the standard deviation from
the variance.

n!

(2-11) Probability of 7 successes in n trials = ——————p" ¢" "
ri(n —r)!

A formula that computes probabilities for the binomial
probability distribution.

(2-12) Expected value (mean) = np
The expected value of the binomial distribution.

(2-13) Variance = np(1 — p)
The variance of the binomial distribution.
—(x—p)
@14 f(X) = ——e ™"
- = e
oV2r
The density function for the normal probability dis-
tribution.

(2-15)Z =

X—p

g
An equation that computes the number of standard devi-
ations, Z, the point X is from the mean .

(2-16) f(X) = pe ™
The exponential distribution.

1
(2-17) Expected value = —
'8

The expected value of an exponential distribution.

1
(2-18) Variance = —
W
The variance of an exponential distribution.

R-19YP(X =t)=1—e™
Formula to find the probability that an exponential
random variable (X) is less than or equal to time .

Ne ™

X!
The Poisson distribution.

(2200 P(X) =

(2-21) Expected value = N
The mean of a Poisson distribution.

(2-22) Variance = \
The variance of a Poisson distribution.
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Solved Problems

Solved Problem 2-1
In the past 30 days, Roger’s Rural Roundup has sold either 8, 9, 10, or 11 lottery tickets. It never sold
fewer than 8 or more than 11. Assuming that the past is similar to the future, find the probabilities for
the number of tickets sold if sales were 8 tickets on 10 days, 9 tickets on 12 days, 10 tickets on 6 days,
and 11 tickets on 2 days.

Solution

8 10 0.333
9 12 0.400
10 6 0.200
1 2 0.067
Total 30 1.000

Solved Problem 2-2
A class contains 30 students. Ten are female (F) and U.S. citizens (U); 12 are male (M) and U.S. citi-
zens; 6 are female and non-U.S. citizens (N); 2 are male and non-U.S. citizens.
A name is randomly selected from the class roster and it is female. What is the probability that the
student is a U.S. citizen?

Solution

P(FU) = %, = 0.333

P(FN) = %3¢ = 0.200

P(MU) = 2, = 0.400

P(MN) = %3, = 0.067
P(F) = P(FU) + P(FN) = 0.333 + 0.200 = 0.533
P(M) = P(MU) + P(MN) = 0.400 + 0.067 = 0.467
P(U) = P(FU) + P(MU) = 0.333 + 0.400 = 0.733
P(N) = P(FN) + P(MN) = 0.200 + 0.067 = 0.267

P(U|F) = P(FU) RS 0.625

P(F)  0.533

Solved Problem 2-3
Your professor tells you that if you score an 85 or better on your midterm exam, then you have a 90%
chance of getting an A for the course. You think you have only a 50% chance of scoring 85 or better.
Find the probability that both your score is 85 or better and you receive an A in the course.

Solution
P(Aand 85) = P(A|85) X P(85)
= 45%

(0.90)(0.50)
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Solved Problem 2-4
A statistics class was asked if it believed that all tests on the Monday following the football game win
over their archrival should be postponed automatically. The results were as follows:

Strongly agree 40
Agree 30
Neutral 20
Disagree 10
Strongly disagree 0
100

Transform this into a numeric score, using the following random variable scale, and find a proba-
bility distribution for the results:

Strongly agree 5
Agree 4
Neutral 3
Disagree 2
Strongly disagree 1
Solution
Strongly agree (5) 0.4 = 40/100
Agree (4) 0.3 = 30/100
Neutral (3) 0.2 = 20/100
Disagree (2) 0.1 = 10/100
Strongly disagree (1) 0.0 = 0/100
Total 1.0 = 100/100

Solved Problem 2-5

For Solved Problem 2-4, let X be the numeric score. Compute the expected value of X.

Solution

5
E(X) = ;XiP(Xi) = X |P(X;) + XoP(X>)

+ X3P(X3) + X4P(Xy) + XsP(Xs)
= 5(0.4) + 4(0.3) + 3(0.2) + 2(0.1) + 1(0)
=40

Solved Problem 2-6

Compute the variance and standard deviation for the random variable X in Solved Problems 2-4 and 2-5.

Solution

5
Variance = E(xi — E(x))*P(x;)

i=1
= (5 —4)%0.4) + (4 — 4)%(0.3) + (3 — 4)%(0.2) + (2 — 4)>(0.1) + (1 — 4)*(0.0)
= (1)%(0.4) + (0)%(0.3) + (—1)%(0.2) + (—2)*(0.1) + (—3)%(0.0)
=04+00+02+04+00=10
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The standard deviation is

o = VVVariance = V1 = 1

Solved Problem 2-7
A candidate for public office has claimed that 60% of voters will vote for her. If 5 registered voters
were sampled, what is the probability that exactly 3 would say they favor this candidate?

Solution
We use the binomial distribution withn = 5, p = 0.6, and r = 3:

! 5!
P(exactly 3 successes in 5 trials) = ﬁpr g = m(0.6)3(0.4)573 = 0.3456

Solved Problem 2-8
The length of the rods coming out of our new cutting machine can be said to approximate a normal
distribution with a mean of 10 inches and a standard deviation of 0.2 inch. Find the probability that a
rod selected randomly will have a length

(a) of less than 10.0 inches

(b) between 10.0 and 10.4 inches

(c) between 10.0 and 10.1 inches

(d) between 10.1 and 10.4 inches

(e) between 9.6 and 9.9 inches

(f) between 9.9 and 10.4 inches

(g) between 9.886 and 10.406 inches

Solution
First compute the standard normal distribution, the Z value:

Next, find the area under the curve for the given Z value by using a standard normal distribution table.

(a) P(X < 10.0) = 0.50000

(b) P(10.0 < X < 10.4) = 0.97725 — 0.50000 = 0.47725

(¢) P(10.0 < X < 10.1) = 0.69146 — 0.50000 = 0.19146

(d) P(10.1 < X < 10.4) = 0.97725 — 0.69146 = 0.28579

(e) P(9.6 < X <9.9) = 0.97725 — 0.69146 = 0.28579

() P(9.9 < X < 104) = 0.19146 + 0.47725 = 0.66871
(

(g) P(9.886 < X < 10.406) = 0.47882 + 0.21566 = 0.69448
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o Before taking the self-test, refer to the learning objectives at the beginning of the chapter, the notes in the margins, and the

glossary at the end of the chapter.

Use the key at the back of the book to correct your answers.

Restudy pages that correspond to any questions that you answered incorrectly or material you feel uncertain about.

If only one event may occur on any one trial, then the
events are said to be

a. independent.

b. exhaustive.

c. mutually exclusive.

d. continuous.

New probabilities that have been found using Bayes’ theo-
rem are called

a. prior probabilities.

b. posterior probabilities.

c. Bayesian probabilities.

d. joint probabilities.

A measure of central tendency is

a. expected value.

b. variance.

c. standard deviation.

d. all of the above.

To compute the variance, you need to know the

a. variable’s possible values.

b. expected value of the variable.

c. probability of each possible value of the variable.
d. all of the above.

The square root of the variance is the

a. expected value.

b. standard deviation.

c. area under the normal curve.

d. all of the above.

Which of the following is an example of a discrete
distribution?

a. the normal distribution

b. the exponential distribution

c. the Poisson distribution

d. the Z distribution

The total area under the curve for any continuous
distribution must equal

a. L.

b. 0.

c. 0.5.

d. none of the above.

Probabilities for all the possible values of a discrete
random variable

a. may be greater than 1.

b. may be negative on some occasions.

c. must sum to 1.

d. are represented by area underneath the curve.

0.

10.

11.

12.

13.

14.

15.

In a standard normal distribution, the mean is equal to
a. 1.

b. 0.

c. the variance.

d. the standard deviation.

The probability of two or more independent events
occurring is the

a. marginal probability.

b. simple probability.

c. conditional probability.

d. joint probability.

e. all of the above.

In the normal distribution, 95.45% of the population lies
within

a. 1 standard deviation of the mean.

b. 2 standard deviations of the mean.

c. 3 standard deviations of the mean.

d. 4 standard deviations of the mean.

If a normal distribution has a mean of 200 and a standard
deviation of 10, 99.7% of the population falls within
what range of values?

a. 170-230

b. 180-220

c. 190-210

d. 175-225

e. 170-220

If two events are mutually exclusive, then the probability
of the intersection of these two events will equal

a. 0.

b. 0.5.

c. 1.0.

d. cannot be determined without more information.

If P(A) = 0.4 and P(B) = 0.5and P(Aand B) = 0.2,
then P(B|A) =

a. 0.80.

b. 0.50.

c. 0.10

d. 0.40.

e. none of the above.

If P(A) = 0.4 and P(B) = 0.5and P(Aand B) = 0.2,
then P(Aor B) =

a. 0.7.

b. 0.9.

c. 1.1.

d.0.2.

e. none of the above.
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Discussion Questions and Problems

Discussion Questions

2-1
2-2

2-5
2-6
2-7

2-8

2-10

What are the two basic laws of probability?

What is the meaning of mutually exclusive events?
What is meant by collectively exhaustive? Give an
example of each.

Describe the various approaches used in determining
probability values.

Why is the probability of the intersection of two
events subtracted in the sum of the probability of
two events?

What is the difference between events that are
dependent and events that are independent?

What is Bayes’ theorem, and when can it be used?
Describe the characteristics of a Bernoulli process.
How is a Bernoulli process associated with the bino-
mial distribution?

What is a random variable? What are the various
types of random variables?

What is the difference between a discrete probabil-
ity distribution and a continuous probability distri-
bution? Give your own example of each.

What is the expected value, and what does it meas-
ure? How is it computed for a discrete probability
distribution?

What is the variance, and what does it measure? How
is it computed for a discrete probability distribution?
Name three business processes that can be described
by the normal distribution.

After evaluating student response to a question
about a case used in class, the instructor constructed
the following probability distribution. What kind of
probability distribution is it?

RESPONSE

RANDOM VARIABLE, X PROBABILITY

Excellent
Good
Average
Fair

Poor

5 0.05
4 0.25
3 0.40
2 0.15
1 0.15

Problems

<214

A student taking Management Science 301 at East
Haven University will receive one of the five possi-
ble grades for the course: A, B, C, D, or F. The

Note: & means the problem may be solved with QM for Windows; * means the
Q

problem may be solved with Excel QM; and * means the problem may be
solved with QM for Windows and/or Excel QM.

°2-15

°2-16

°2-17

$2-18

distribution of grades over the past two years is as
follows:

GRADE NUMBER OF STUDENTS

A 80
75
90
30
25

Total 300

m U Q W

If this past distribution is a good indicator of future
grades, what is the probability of a student receiving
a C in the course?

A silver dollar is flipped twice. Calculate the proba-

bility of each of the following occurring:

(a) a head on the first flip

(b) a tail on the second flip given that the first toss
was a head

(c) two tails

(d) a tail on the first and a head on the second

(e) a tail on the first and a head on the second or a
head on the first and a tail on the second

(f) at least one head on the two flips

An urn contains 8 red chips, 10 green chips, and

2 white chips. A chip is drawn and replaced, and

then a second chip drawn. What is the probability of

(a) a white chip on the first draw?

(b) a white chip on the first draw and a red on the
second?

(c) two green chips being drawn?

(d) ared chip on the second, given that a white chip
was drawn on the first?

Evertight, a leading manufacturer of quality nails,

produces 1-, 2-, 3-, 4-, and 5-inch nails for various

uses. In the production process, if there is an overrun
or the nails are slightly defective, they are placed in

a common bin. Yesterday, 651 of the 1-inch nails,

243 of the 2-inch nails, 41 of the 3-inch nails, 451 of

the 4-inch nails, and 333 of the 5-inch nails were

placed in the bin.

(a) What is the probability of reaching into the bin
and getting a 4-inch nail?

(b) What is the probability of getting a 5-inch
nail?

(c) If a particular application requires a nail that is
3 inches or shorter, what is the probability of
getting a nail that will satisfy the requirements
of the application?

Last year, at Northern Manufacturing Company,
200 people had colds during the year. One hundred
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$2-19

$2-20

$2-21

fifty-five people who did no exercising had colds, and

the remainder of the people with colds were involved

in a weekly exercise program. Half of the 1,000 em-
ployees were involved in some type of exercise.

(a) What is the probability that an employee will
have a cold next year?

(b) Given that an employee is involved in an exer-
cise program, what is the probability that he or
she will get a cold next year?

(c) What is the probability that an employee who is
not involved in an exercise program will get a
cold next year?

(d) Are exercising and getting a cold independent
events? Explain your answer.

The Springfield Kings, a professional basketball
team, has won 12 of its last 20 games and is ex-
pected to continue winning at the same percentage
rate. The team’s ticket manager is anxious to attract
a large crowd to tomorrow’s game but believes that
depends on how well the Kings perform tonight
against the Galveston Comets. He assesses the
probability of drawing a large crowd to be 0.90
should the team win tonight. What is the probability
that the team wins tonight and that there will be a
large crowd at tomorrow’s game?

David Mashley teaches two undergraduate statistics

courses at Kansas College. The class for Statistics 201

consists of 7 sophomores and 3 juniors. The more ad-

vanced course, Statistics 301, has 2 sophomores and

8 juniors enrolled. As an example of a business sam-

pling technique, Professor Mashley randomly selects,

from the stack of Statistics 201 registration cards, the

class card of one student and then places that card

back in the stack. If that student was a sophomore,

Mashley draws another card from the Statistics 201

stack; if not, he randomly draws a card from the Sta-

tistics 301 group. Are these two draws independent

events? What is the probability of

(a) a junior’s name on the first draw?

(b) a junior’s name on the second draw, given that a
sophomore’s name was drawn first?

(c) a junior’s name on the second draw, given that a
junior’s name was drawn first?

(d) a sophomore’s name on both draws?

(e) ajunior’s name on both draws?

(f) one sophomore’s name and one junior’s name on
the two draws, regardless of order drawn?

The oasis outpost of Abu Ilan, in the heart of the
Negev desert, has a population of 20 Bedouin tribes-
men and 20 Farima tribesmen. El Kamin, a nearby
oasis, has a population of 32 Bedouins and 8 Farima.
A lost Israeli soldier, accidentally separated from his
army unit, is wandering through the desert and ar-
rives at the edge of one of the oases. The soldier has
no idea which oasis he has found, but the first person
he spots at a distance is a Bedouin. What is the prob-
ability that he wandered into Abu Ilan? What is the
probability that he is in El Kamin?

$2-22

¢2-23

$2-24
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The lost Israeli soldier mentioned in Problem 2-21
decides to rest for a few minutes before entering the
desert oasis he has just found. Closing his eyes, he
dozes off for 15 minutes, wakes, and walks toward
the center of the oasis. The first person he spots this
time he again recognizes as a Bedouin. What is the
posterior probability that he is in El Kamin?

Ace Machine Works estimates that the probability
its lathe tool is properly adjusted is 0.8. When the
lathe is properly adjusted, there is a 0.9 probability
that the parts produced pass inspection. If the lathe
is out of adjustment, however, the probability of a
good part being produced is only 0.2. A part ran-
domly chosen is inspected and found to be accept-
able. At this point, what is the posterior probability
that the lathe tool is properly adjusted?

The Boston South Fifth Street Softball League
consists of three teams: Mama’s Boys, team 1; the
Killers, team 2; and the Machos, team 3. Each
team plays the other teams just once during the
season. The win—loss record for the past 5 years is
as follows:

WINNER 1) 2) 3

Mama’s Boys (1) X 3 4
The Killers (2) 2 X 1
The Machos (3) 1 4 X

$2-25

$ 2-26

Each row represents the number of wins over the

past 5 years. Mama’s Boys beat the Killers 3 times,

beat the Machos 4 times, and so on.

(a) What is the probability that the Killers will win
every game next year?

(b) What is the probability that the Machos will win
at least one game next year?

(c) What is the probability that Mama’s Boys will
win exactly one game next year?

(d) What is the probability that the Killers will win
fewer than two games next year?

The schedule for the Killers next year is as follows
(refer to Problem 2-24):

Game 1: The Machos

Game 2: Mama’s Boys

(a) What is the probability that the Killers will win
their first game?

(b) What is the probability that the Killers will win
their last game?

(c) What is the probability that the Killers will break
even—win exactly one game?

(d) What is the probability that the Killers will win
every game?

(e) What is the probability that the Killers will lose
every game?

(f) Would you want to be the coach of the Killers?

The Northside Rifle team has two markspersons,
Dick and Sally. Dick hits a bull’s-eye 90% of the
time, and Sally hits a bull’s-eye 95% of the time.
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s 2-27

¢ 2-28

* 2-29

(a) What is the probability that either Dick or Sally or
both will hit the bull’s-eye if each takes one shot?

(b) What is the probability that Dick and Sally will
both hit the bull’s-eye?

(c) Did you make any assumptions in answering the
preceding questions? If you answered yes, do
you think that you are justified in making the
assumption(s)?

In a sample of 1,000 representing a survey from the

entire population, 650 people were from Laketown,

and the rest of the people were from River City. Out
of the sample, 19 people had some form of cancer.

Thirteen of these people were from Laketown.

(a) Are the events of living in Laketown and having
some sort of cancer independent?

(b) Which city would you prefer to live in, assuming
that your main objective was to avoid having
cancer?

Compute the probability of “loaded die, given that a

3 was rolled,” as shown in Example 7, this time

using the general form of Bayes’ theorem from

Equation 2-7.

Which of the following are probability distributions?
Why?
(a)
RANDOM VARIABLE X PROBABILITY
2 0.1
-1 0.2
0 0.3
1 0.25
2 0.15
(b)
RANDOM VARIABLE Y PROBABILITY
1 1.1
1.5 0.2
2 0.3
25 0.25
3 -1.25
(©)
RANDOM VARIABLE Z PROBABILITY
1 0.1
2 0.2
3 0.3
4 0.4
5 0.0
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Harrington Health Food stocks 5 loaves of Neutro-
Bread. The probability distribution for the sales of
Neutro-Bread is listed in the following table. How
many loaves will Harrington sell on average?

NUMBER OF LOAVES SOLD PROBABILITY

0 0.05
0.15
0.20
0.25
0.20
0.15

wm A W N =

°2-31

X2 2-32

X ¢ 2-33

x: 234

x 3 235

What are the expected value and variance of the fol-
lowing probability distribution?

RANDOM VARIABLE X PROBABILITY

0.05
0.05
0.10
0.10
0.15
0.15
0.25
0.15

(o e Y A \ I

There are 10 questions on a true—false test. A student

feels unprepared for this test and randomly guesses

the answer for each of these.

(a) What is the probability that the student gets
exactly 7 correct?

(b) What is the probability that the student gets
exactly 8 correct?

(c) What is the probability that the student gets
exactly 9 correct?

(d) What is the probability that the student gets
exactly 10 correct?

(e) What is the probability that the student gets
more than 6 correct?

Gary Schwartz is the top salesman for his company.

Records indicate that he makes a sale on 70% of his

sales calls. If he calls on four potential clients, what is

the probability that he makes exactly 3 sales? What is

the probability that he makes exactly 4 sales?

If 10% of all disk drives produced on an assembly
line are defective, what is the probability that there
will be exactly one defect in a random sample of 5
of these? What is the probability that there will be
no defects in a random sample of 5?

Trowbridge Manufacturing produces cases for per-
sonal computers and other electronic equipment. The
quality control inspector for this company believes
that a particular process is out of control. Normally,
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x 3 2-37

2 2-38

X2 2-39

only 5% of all cases are deemed defective due to
discolorations. If 6 such cases are sampled, what is
the probability that there will be 0 defective cases if
the process is operating correctly? What is the prob-
ability that there will be exactly 1 defective case?

Refer to the Trowbridge Manufacturing example in
Problem 2-35. The quality control inspection proce-
dure is to select 6 items, and if there are O or 1 de-
fective cases in the group of 6, the process is said to
be in control. If the number of defects is more than
1, the process is out of control. Suppose that the true
proportion of defective items is 0.15. What is the
probability that there will be O or 1 defects in a sam-
ple of 6 if the true proportion of defects is 0.15?

An industrial oven used to cure sand cores for a
factory manufacturing engine blocks for small cars
is able to maintain fairly constant temperatures.
The temperature range of the oven follows a nor-
mal distribution with a mean of 450°F and a stan-
dard deviation of 25°F. Leslie Larsen, president of
the factory, is concerned about the large number of
defective cores that have been produced in the past
several months. If the oven gets hotter than 475°F,
the core is defective. What is the probability that the
oven will cause a core to be defective? What is the
probability that the temperature of the oven will
range from 460° to 470°F?

Steve Goodman, production foreman for the

Florida Gold Fruit Company, estimates that the av-

erage sale of oranges is 4,700 and the standard de-

viation is 500 oranges. Sales follow a normal

distribution.

(a) What is the probability that sales will be greater
than 5,500 oranges?

(b) What is the probability that sales will be greater
than 4,500 oranges?

(c) What is the probability that sales will be less
than 4,900 oranges?

(d) What is the probability that sales will be less
than 4,300 oranges?

Susan Williams has been the production manager
of Medical Suppliers, Inc., for the past 17 years.
Medical Suppliers, Inc., is a producer of bandages
and arm slings. During the past 5 years, the de-
mand for No-Stick bandages has been fairly con-
stant. On the average, sales have been about 87,000
packages of No-Stick. Susan has reason to believe
that the distribution of No-Stick follows a normal
curve, with a standard deviation of 4,000 packages.
What is the probability that sales will be less than
81,000 packages?

Armstrong Faber produces a standard number-two
pencil called Ultra-Lite. Since Chuck Armstrong
started Armstrong Faber, sales have grown steadily.
With the increase in the price of wood products,
however, Chuck has been forced to increase the
price of the Ultra-Lite pencils. As a result, the
demand for Ultra-Lite has been fairly stable over
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the past 6 years. On the average, Armstrong Faber
has sold 457,000 pencils each year. Furthermore,
90% of the time sales have been between 454,000
and 460,000 pencils. It is expected that the sales
follow a normal distribution with a mean of
457,000 pencils. Estimate the standard deviation of
this distribution. (Hint: Work backward from the
normal table to find Z. Then apply Equation 2-15.)

The time to complete a construction project is nor-

mally distributed with a mean of 60 weeks and a

standard deviation of 4 weeks.

(a) What is the probability the project will be fin-
ished in 62 weeks or less?

(b) What is the probability the project will be fin-
ished in 66 weeks or less?

(c) What is the probability the project will take
longer than 65 weeks?

A new integrated computer system is to be installed
worldwide for a major corporation. Bids on this
project are being solicited, and the contract will be
awarded to one of the bidders. As a part of the pro-
posal for this project, bidders must specify how
long the project will take. There will be a significant
penalty for finishing late. One potential contractor
determines that the average time to complete a proj-
ect of this type is 40 weeks with a standard devia-
tion of 5 weeks. The time required to complete this
project is assumed to be normally distributed.

(a) If the due date of this project is set at 40 weeks,
what is the probability that the contractor will
have to pay a penalty (i.e., the project will not
be finished on schedule)?

(b) If the due date of this project is set at 43 weeks,
what is the probability that the contractor will
have to pay a penalty (i.e., the project will not
be finished on schedule)?

(c) If the bidder wishes to set the due date in the
proposal so that there is only a 5% chance of
being late (and consequently only a 5% chance
of having to pay a penalty), what due date
should be set?

Patients arrive at the emergency room of Costa Val-

ley Hospital at an average of 5 per day. The

demand for emergency room treatment at Costa

Valley follows a Poisson distribution.

(a) Using Appendix C, compute the probability of
exactly 0, 1, 2, 3, 4, and 5 arrivals per day.

(b) What is the sum of these probabilities, and why
is the number less than 1?

Using the data in Problem 2-43, determine the
probability of more than 3 visits for emergency
room service on any given day.

Cars arrive at Carla’s Muffler shop for repair work

at an average of 3 per hour, following an exponen-

tial distribution.

(a) What is the expected time between arrivals?

(b) What is the variance of the time between
arrivals?
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A particular test for the presence of steroids is to be
used after a professional track meet. If steroids are
present, the test will accurately indicate this 95% of
the time. However, if steroids are not present, the
test will indicate this 90% of the time (so it is wrong
10% of the time and predicts the presence of
steroids). Based on past data, it is believed that 2%
of the athletes do use steroids. This test is adminis-
tered to one athlete, and the test is positive for
steroids. What is the probability that this person
actually used steroids?

Market Researchers, Inc., has been hired to perform
a study to determine if the market for a new product
will be good or poor. In similar studies performed in
the past, whenever the market actually was good, the
market research study indicated that it would be
good 85% of the time. On the other hand, whenever
the market actually was poor, the market study in-
correctly predicted it would be good 20% of the
time. Before the study is performed, it is believed
there is a 70% chance the market will be good.
When Market Researchers, Inc. performs the study
for this product, the results predict the market will
be good. Given the results of this study, what is the
probability that the market actually will be good?

Policy Pollsters is a market research firm specializing
in political polls. Records indicate in past elections,
when a candidate was elected, Policy Pollsters had
accurately predicted this 80 percent of the time and
they were wrong 20% of the time. Records also show
for losing candidates, Policy Pollsters accurately pre-
dicted they would lose 90 percent of the time and they
were only wrong 10% of the time. Before the poll is
taken, there is a 50% chance of winning the election.
If Policy Pollsters predicts a candidate will win the
election, what is the probability that the candidate will
actually win? If Policy Pollsters predicts that a candi-
date will lose the election, what is the probability that
the candidate will actually lose?

Burger City is a large chain of fast-food restaurants
specializing in gourmet hamburgers. A mathemati-
cal model is now used to predict the success of new
restaurants based on location and demographic in-
formation for that area. In the past, 70% of all
restaurants that were opened were successful. The
mathematical model has been tested in the existing
restaurants to determine how effective it is. For the
restaurants that were successful, 90% of the time the
model predicted they would be, while 10% of the
time the model predicted a failure. For the restau-
rants that were not successful, when the mathemati-
cal model was applied, 20% of the time it incorrectly
predicted a successful restaurant while 80% of the
time it was accurate and predicted an unsuccessful
restaurant. If the model is used on a new location
and predicts the restaurant will be successful, what
is the probability that it actually is successful?
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A mortgage lender attempted to increase its business
by marketing its subprime mortgage. This mortgage
is designed for people with a less-than-perfect credit
rating, and the interest rate is higher to offset the ex-
tra risk. In the past year, 20% of these mortgages re-
sulted in foreclosure as customers defaulted on their
loans. A new screening system has been developed
to determine whether to approve customers for the

subprime loans. When the system is applied to a

credit application, the system will classify the appli-

cation as “Approve for loan” or “Reject for loan.”

When this new system was applied to recent cus-

tomers who had defaulted on their loans, 90% of

these customers were classified as “Reject.” When
this same system was applied to recent loan cus-
tomers who had not defaulted on their loan pay-
ments, 70% of these customers were classified as

“Approve for loan.”

(a) If a customer did not default on a loan, what is
the probability that the rating system would have
classified the applicant in the reject category?

(b) If the rating system had classified the applicant
in the reject category, what is the probability that
the customer would not default on a loan?

Use the F table in Appendix D to find the value of F
for the upper 5% of the F distribution with

(a) dfy = 5,df, = 10

(b) dfy = 8,df, =7

(c) dfy = 3,df, =5

(d) df; = 10,df, = 4

Use the F table in Appendix D to find the value of F
for the upper 1% of the F distribution with

(a) dfy = 15,df, = 6

(b) dfy = 12,df, = 8

(c) dfy =3,df, =5

(d) df; = 9,df, =7

For each of the following F' values, determine
whether the probability indicated is greater than or
less than 5%:

(a) P(F34 > 6.8)

(b) P(F73 > 3.6)

(¢) P(Fa20 > 2.6)

(d) P(F75 > 5.1)

(e) P(F75 <5.1)

For each of the following F values, determine
whether the probability indicated is greater than or
less than 1%:

(@) P(Fs4 > 14)

(b) P(Fg3 > 30)

(¢) P(Fio,12 > 4.2)

(d) P(Fp3 > 35)

(e) P(Fp3 < 35)

Nite Time Inn has a toll-free telephone number
so that customers can call at any time to make a
reservation. A typical call takes about 4 minutes to
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complete, and the time required follows an exponen-
tial distribution. Find the probability that

(a) a call takes 3 minutes or less

(b) a call takes 4 minutes or less

(c) a call takes 5 minutes or less

(d) a call takes longer than 5 minutes

¢ 2-56 During normal business hours on the east coast, calls
to the toll-free reservation number of the Nite Time
Inn arrive at a rate of 5 per minute. It has been deter-
mined that the number of calls per minute can be
described by the Poisson distribution. Find the prob-
ability that in the next minute, the number of calls
arriving will be
(a) exactly 5
(b) exactly 4

>
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(c) exactly 3
(d) exactly 6
(e) less than 2

2 2-57 In the Arnold’s Muffler example for the exponential
distribution in this chapter, the average rate of serv-
ice was given as 3 per hour, and the times were ex-
pressed in hours. Convert the average service rate to
the number per minute and convert the times to min-
utes. Find the probabilities that the service times will
be less than 1/2 hour, 1/3 hour, and 2/3 hour. Com-
pare these probabilities to the probabilities found in
the example.

:w% Internet Homework Problems

See our Internet home page, at www.pearsonglobaleditions.com/render, for additional home-

work problems, Problems 2-58 to 2-65.

Case Study

WTVX

WTVX, Channel 6, is located in Eugene, Oregon, home of the
University of Oregon’s football team. The station was owned
and operated by George Wilcox, a former Duck (University of
Oregon football player). Although there were other television
stations in Eugene, WTVX was the only station that had a
weatherperson who was a member of the American Meteoro-
logical Society (AMS). Every night, Joe Hummel would be
introduced as the only weatherperson in Eugene who was a
member of the AMS. This was George’s idea, and he believed
that this gave his station the mark of quality and helped with
market share.

In addition to being a member of AMS, Joe was also the
most popular person on any of the local news programs. Joe was
always trying to find innovative ways to make the weather in-
teresting, and this was especially difficult during the winter
months when the weather seemed to remain the same over long
periods of time. Joe’s forecast for next month, for example, was
that there would be a 70% chance of rain every day, and that
what happens on one day (rain or shine) was not in any way de-
pendent on what happened the day before.

One of Joe’s most popular features of the weather report
was to invite questions during the actual broadcast. Questions

would be phoned in, and they were answered on the spot by Joe.
Once a 10-year-old boy asked what caused fog, and Joe did an
excellent job of describing some of the various causes.

Occasionally, Joe would make a mistake. For example, a
high school senior asked Joe what the chances were of getting 15
days of rain in the next month (30 days). Joe made a quick calcula-
tion: (70%) X (15 days/30days) = (70%)(1/2) = 35%. Joe
quickly found out what it was like being wrong in a university
town. He had over 50 phone calls from scientists, mathemati-
cians, and other university professors, telling him that he had
made a big mistake in computing the chances of getting 15 days
of rain during the next 30 days. Although Joe didn’t understand
all of the formulas the professors mentioned, he was determined
to find the correct answer and make a correction during a future
broadcast.

Discussion Questions

1. What are the chances of getting 15 days of rain during the
next 30 days?

2. What do you think about Joe’s assumptions concerning
the weather for the next 30 days?
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Appendix 2.1: Derivation of Bayes’ Theorem
We know that the following formulas are correct:
P(A|B) = P(AB) @))]
P(B)
P(B|A) P(AB)
P(A)
[which can be rewritten as P(AB) = P(B|A)P(A)]and )
P(B|A") = M
P(A")
[which can be rewritten as P(A’B) = P(B|A")P(A")]. 3)
Furthermore, by definition, we know that
P(B) = P(AB) + P(A'B)
= P(B|A)P(A) + P(B|A")P(A’) (€))]
from (2) from (3)
Substituting Equations 2 and 4 into Equation 1, we have
P(AB) from (2)
PIAIB) = e
P(B|A)P(A)
~ P(B|A)P(A) + P(B|A")P(A') ©)
s v
from (4)
This is the general form of Bayes’ theorem, shown as Equation 2-7 in this chapter.
Appendix 2.2: Basic Statistics Using Excel

Statistical Functions

Many statistical functions are available in Excel 2010 and earlier versions. To see the complete
list of available functions, from the Formulas tab in Excel 2010 or 2007, select fx (Insert Func-
tion) and select Statistical, as shown in Program 2.7. Scroll down the list to see all available
functions. The names of some of these have changed slightly from Excel 2007 to Excel 2010.
For example, the function to obtain a probability with the normal distribution was NORMDIST
in Excel 2007, while the same function in Excel 2010 is NORM.DIST (a period was added

between NORM and DIST).
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PROGRAM 2.7

Accessing Statistical
Functions in Excel 2010

Eelect the fx—Insert Functioa

|

Eelect the Formulas ta@

Home Insert Formulas Data Review View A

B E8ME A @ @

AutoSumn Recently Financial Logical Text Date& Lookup & WMDFE

Used ~ - - - Time = Reference = _Tng ~  Functions =
(You can also access these statistical
functions by clicking More Functions.

Page Layout

S

Insert
Function x

A §e.arch fFor a FL-II'!EtIEII'l: . . B . -
1 |= Type a brief description of what wou want ko do and then click
|Go

3 L : I
3 | O select a cakegory: | Statiskical hd

i : Mosk Recently Used e
4 Select a function: al |
g | AVEDEY Financiall _I - |

| | AVERAGE Dake & Time :"_|
B | AVERAGEA, (Math £ Trig | 8 =
T | AVERAGEIF (Skatistical | =

| | AVERAGEIFS LDl:IkLID & Reference
8 \BETA.DIST Database |

- |BETA. Iy Teut | ¢

AVEDE¥(number1,n i mation

10 | Returns the averade {Engineering | brn their mean,
11 Argurnents can be numbers or nagfes, arrays, or references that contain

{ nurnbers,
. Click to see the drop-down menu and then select Statistical.
13 | Scroll down the list to see all the functions.
14 | Help on this Function i oK i [ Cancel J
15

Summary Information

Other statistical procedures are available in the Analysis ToolPak, which is an add-in that comes
with Excel. Analysis ToolPak quickly provides summary descriptive statistics and performs
other statistical procedures such as regression, as discussed in Chapter 4. See Appendix F at the
end of the book for details on activating this add-in.
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3.1 Introduction

Decision theory is an analytic
and systematic way to tackle
problems.

A good decision is based on logic.

To a great extent, the successes or failures that a person experiences in life depend on the deci-
sions that he or she makes. The person who managed the ill-fated space shuttle Challenger is no
longer working for NASA. The person who designed the top-selling Mustang became president
of Ford. Why and how did these people make their respective decisions? In general, what is in-
volved in making good decisions? One decision may make the difference between a successful
career and an unsuccessful one. Decision theory is an analytic and systematic approach to the
study of decision making. In this chapter, we present the mathematical models useful in helping
managers make the best possible decisions.

What makes the difference between good and bad decisions? A good decision is one that is
based on logic, considers all available data and possible alternatives, and applies the quantitative
approach we are about to describe. Occasionally, a good decision results in an unexpected or un-
favorable outcome. But if it is made properly, it is still a good decision. A bad decision is one
that is not based on logic, does not use all available information, does not consider all alterna-
tives, and does not employ appropriate quantitative techniques. If you make a bad decision but
are lucky and a favorable outcome occurs, you have still made a bad decision. Although occa-
sionally good decisions yield bad results, in the long run, using decision theory will result in
successful outcomes.

3.2 The Six Steps in Decision Making

The first step is to define the
problem.

The second step is to list
alternatives.

Whether you are deciding about getting a haircut today, building a multimillion-dollar plant, or
buying a new camera, the steps in making a good decision are basically the same:

Six Steps in Decision Making

. Clearly define the problem at hand.

. List the possible alternatives.

. Identify the possible outcomes or states of nature.

. List the payoff (typically profit) of each combination of alternatives and outcomes.
. Select one of the mathematical decision theory models.

. Apply the model and make your decision.

AN AW

We use the Thompson Lumber Company case as an example to illustrate these decision the-
ory steps. John Thompson is the founder and president of Thompson Lumber Company, a prof-
itable firm located in Portland, Oregon.

Step 1. The problem that John Thompson identifies is whether to expand his product line by
manufacturing and marketing a new product, backyard storage sheds.

Thompson’s second step is to generate the alternatives that are available to him. In decision the-
ory, an alternative is defined as a course of action or a strategy that the decision maker can choose.

Step 2. John decides that his alternatives are to construct (1) a large new plant to manufacture
the storage sheds, (2) a small plant, or (3) no plant at all (i.e., he has the option of not developing
the new product line).

One of the biggest mistakes that decision makers make is to leave out some important alter-
natives. Although a particular alternative may seem to be inappropriate or of little value, it might
turn out to be the best choice.

The next step involves identifying the possible outcomes of the various alternatives. A com-
mon mistake is to forget about some of the possible outcomes. Optimistic decision makers tend
to ignore bad outcomes, whereas pessimistic managers may discount a favorable outcome. If
you don’t consider all possibilities, you will not be making a logical decision, and the results
may be undesirable. If you do not think the worst can happen, you may design another Edsel
automobile. In decision theory, those outcomes over which the decision maker has little or no
control are called states of nature.



Irmgn.ir

TABLE 3.1

Decision Table with
Conditional Values for
Thompson Lumber

The third step is to identify
possible outcomes.

The fourth step is to list payoffs.

During the fourth step, the
decision maker can construct
decision or payoff tables.

The last two steps are to select
and apply the decision theory
model.
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STATE OF NATURE
FAVORABLE MARKET UNFAVORABLE MARKET

ALTERNATIVE %) ®

Construct a large 200,000 —180,000

plant

Construct a small 100,000 -20,000

plant

Do nothing 0 0

Note: It is important to include all alternatives, including “do nothing.”

Step 3. Thompson determines that there are only two possible outcomes: the market for the
storage sheds could be favorable, meaning that there is a high demand for the product, or it could
be unfavorable, meaning that there is a low demand for the sheds.

Once the alternatives and states of nature have been identified, the next step is to express
the payoff resulting from each possible combination of alternatives and outcomes. In decision
theory, we call such payoffs or profits conditional values. Not every decision, of course, can be
based on money alone—any appropriate means of measuring benefit is acceptable.

Step 4. Because Thompson wants to maximize his profits, he can use profit to evaluate each
consequence.

John Thompson has already evaluated the potential profits associated with the various out-
comes. With a favorable market, he thinks a large facility would result in a net profit of $200,000
to his firm. This $200,000 is a conditional value because Thompson’s receiving the money is
conditional upon both his building a large factory and having a good market. The conditional
value if the market is unfavorable would be a $180,000 net loss. A small plant would result in a
net profit of $100,000 in a favorable market, but a net loss of $20,000 would occur if the market
was unfavorable. Finally, doing nothing would result in $0 profit in either market. The easiest
way to present these values is by constructing a decision table, sometimes called a payoff table.
A decision table for Thompson’s conditional values is shown in Table 3.1. All of the alternatives
are listed down the left side of the table, and all of the possible outcomes or states of nature are
listed across the top. The body of the table contains the actual payoffs.

Steps 5 and 6. The last two steps are to select a decision theory model and apply it to the data to
help make the decision. Selecting the model depends on the environment in which you’re
operating and the amount of risk and uncertainty involved.

3.3 Types of Decision-Making Environments

The types of decisions people make depend on how much knowledge or information they have
about the situation. There are three decision-making environments:

o Decision making under certainty
e Decision making under uncertainty
o Decision making under risk

TYPE 1: DECISION MAKING UNDER CERTAINTY In the environment of decision making under
certainty, decision makers know with certainty the consequence of every alternative or decision
choice. Naturally, they will choose the alternative that will maximize their well-being or will
result in the best outcome. For example, let’s say that you have $1,000 to invest for a 1-year
period. One alternative is to open a savings account paying 6% interest and another is to invest
in a government Treasury bond paying 10% interest. If both investments are secure and guaran-
teed, there is a certainty that the Treasury bond will pay a higher return. The return after one
year will be $100 in interest.
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Probabilities are not known.

Probabilities are known.

TYPE 2: DECISION MAKING UNDER UNCERTAINTY In decision making under uncertainty, there
are several possible outcomes for each alternative, and the decision maker does not know the
probabilities of the various outcomes. As an example, the probability that a Democrat will be
president of the United States 25 years from now is not known. Sometimes it is impossible to
assess the probability of success of a new undertaking or product. The criteria for decision
making under uncertainty are explained in Section 3.4.

TYPE 3: DECISION MAKING UNDER RISK In decision making under risk, there are several pos-
sible outcomes for each alternative, and the decision maker knows the probability of occurrence
of each outcome. We know, for example, that when playing cards using a standard deck, the
probability of being dealt a club is 0.25. The probability of rolling a 5 on a die is 1/6. In decision
making under risk, the decision maker usually attempts to maximize his or her expected well-
being. Decision theory models for business problems in this environment typically employ two
equivalent criteria: maximization of expected monetary value and minimization of expected
opportunity loss.

Let’s see how decision making under certainty (the type 1 environment) could affect John
Thompson. Here we assume that John knows exactly what will happen in the future. If it turns
out that he knows with certainty that the market for storage sheds will be favorable, what should
he do? Look again at Thompson Lumber’s conditional values in Table 3.1. Because the market
is favorable, he should build the large plant, which has the highest profit, $200,000.

Few managers would be fortunate enough to have complete information and knowledge
about the states of nature under consideration. Decision making under uncertainty, discussed
next, is a more difficult situation. We may find that two different people with different perspec-
tives may appropriately choose two different alternatives.

3.4 Decision Making Under Uncertainty

Probability data are not
available.

Maximax is an optimistic
approach.

When several states of nature exist and a manager cannot assess the outcome probability with
confidence or when virtually no probability data are available, the environment is called deci-
sion making under uncertainty. Several criteria exist for making decisions under these condi-
tions. The ones that we cover in this section are as follows:

1. Optimistic (maximax)

2. Pessimistic (maximin)

3. Criterion of realism (Hurwicz)
4. Equally likely (Laplace)

5. Minimax regret

The first four criteria can be computed directly from the decision (payoff) table, whereas the
minimax regret criterion requires use of the opportunity loss table.

The presentation of the criteria for decision making under uncertainty (and also for decision
making under risk) is based on the assumption that the payoff is something in which larger val-
ues are better and high values are desirable. For payoffs such as profit, total sales, total return on
investment, and interest earned, the best decision would be one that resulted in some type of
maximum payoff. However, there are situations in which lower payoff values (e.g., cost) are bet-
ter, and these payoffs would be minimized rather than maximized. The statement of the decision
criteria would be modified slightly for such minimization problems. Let’s take a look at each of
the five models and apply them to the Thompson Lumber example.

Optimistic

In using the optimistic criterion, the best (maximum) payoff for each alternative is considered
and the alternative with the best (maximum) of these is selected. Hence, the optimistic criterion
is sometimes called the maximax criterion. In Table 3.2 we see that Thompson’s optimistic
choice is the first alternative, “construct a large plant.” By using this criterion, the highest of all
possible payoffs ($200,000 in this example) may be achieved, while if any other alternative were
selected it would be impossible to achieve a payoff this high.
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TABLE 3.2

Thompson’s Maximax
Decision

Maximin is a pessimistic
approach.

Criterion of realism uses the
weighted average approach.

TABLE 3.3

Thompson’s Maximin
Decision

3.4 DECISION MAKING UNDER UNCERTAINTY 93

STATE OF NATURE
FAVORABLE UNFAVORABLE
MARKET MARKET MAXIMUM IN A
ALTERNATIVE ) (6) ROW ($)
Construct a large 200,000 -180,000 200,000 j
plant Maximax
Construct a small 100,000 -20,000 100,000
plant
Do nothing 0 0 0

In using the optimistic criterion for minimization problems in which lower payoffs (e.g.,
cost) are better, you would look at the best (minimum) payoff for each alternative and choose
the alternative with the best (minimum) of these.

Pessimistic

In using the pessimistic criterion, the worst (minimum) payoff for each alternative is considered
and the alternative with the best (maximum) of these is selected. Hence, the pessimistic criterion
is sometimes called the maximin criterion. This criterion guarantees the payoff will be at least
the maximin value (the best of the worst values). Choosing any other alternative may allow a
worse (lower) payoff to occur.

Thompson’s maximin choice, “do nothing,” is shown in Table 3.3. This decision is associ-
ated with the maximum of the minimum number within each row or alternative.

In using the pessimistic criterion for minimization problems in which lower payoffs (e.g.,
cost) are better, you would look at the worst (maximum) payoff for each alternative and choose
the alternative with the best (minimum) of these.

Both the maximax and maximin criteria consider only one extreme payoff for each alterna-
tive, while all other payoffs are ignored. The next criterion considers both of these extremes.

Criterion of Realism (Hurwicz Criterion)

Often called the weighted average, the criterion of realism (the Hurwicz criterion) is a com-
promise between an optimistic and a pessimistic decision. To begin with, a coefficient of realism,
o, is selected; this measures the degree of optimism of the decision maker. This coefficient is
between 0 and 1. When « is 1, the decision maker is 100% optimistic about the future. When o
is 0, the decision maker is 100% pessimistic about the future. The advantage of this approach is
that it allows the decision maker to build in personal feelings about relative optimism and pes-
simism. The weighted average is computed as follows:

Weighted average = a(bestinrow) + (1 — a)(worstinrow)

For a maximization problem, the best payoff for an alternative is the highest value, and the worst
payoff is the lowest value. Note that when o« = 1, this is the same as the optimistic criterion, and

STATE OF NATURE
FAVORABLE UNFAVORABLE

MARKET MARKET MINIMUM IN A
ALTERNATIVE (&) (6] ROW ($)
Construct a large 200,000 —180,000 —-180,000
plant
Construct a small 100,000 -20,000 -20,000
plant
Do nothing 0 0 ©) ‘:I

Maximin
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TABLE 3.4

Thompson’s Criterion
of Realism Decision

Equally likely criterion uses the
average outcome.

Minimax regret criterion is based
on opportunity loss.

IN ACTION

STATE OF NATURE
FAVORABLE UNFAVORABLE CRITERION OF REALISM
MARKET MARKET OR WEIGHTED AVERAGE

ALTERNATIVE ) ) (x=0.8)%
Construct a large 200,000 -180,000 124,000
plant Realism
Construct a small 100,000 -20,000 76,000
plant
Do nothing 0 0 0

when oo = 0 this is the same as the pessimistic criterion. This value is computed for each alter-
native, and the alternative with the highest weighted average is then chosen.

If we assume that John Thompson sets his coefficient of realism, «, to be 0.80, the best
decision would be to construct a large plant. As seen in Table 3.4, this alternative has the highest
weighted average: $124,000 = (0.80) ($200,000) + (0.20) (-$180,000).

In using the criterion of realism for minimization problems, the best payoff for an alterna-
tive would be the lowest payoff in the row and the worst would be the highest payoff in the row.
The alternative with the lowest weighted average is then chosen.

Because there are only two states of nature in the Thompson Lumber example, only two
payoffs for each alternative are present and both are considered. However, if there are more than
two states of nature, this criterion will ignore all payoffs except the best and the worst. The next
criterion will consider all possible payoffs for each decision.

Equally Likely (Laplace)
One criterion that uses all the payoffs for each alternative is the equally likely, also called
Laplace, decision criterion. This involves finding the average payoff for each alternative, and
selecting the alternative with the best or highest average. The equally likely approach assumes
that all probabilities of occurrence for the states of nature are equal, and thus each state of
nature is equally likely.

The equally likely choice for Thompson Lumber is the second alternative, “construct a
small plant.” This strategy, shown in Table 3.5, is the one with the maximum average payoff.

In using the equally likely criterion for minimization problems, the calculations are exactly
the same, but the best alternative is the one with the lowest average payoff.

Minimax Regret

The next decision criterion that we discuss is based on opportunity loss or regret. Opportunity
loss refers to the difference between the optimal profit or payoff for a given state of nature and
the actual payoff received for a particular decision. In other words, it’s the amount lost by not
picking the best alternative in a given state of nature.

Ford Uses Decision Theory to Choose ~
Parts Suppliers

about their suppliers (part costs, distances, lead times, supplier

Ford Motor Company manufactures about 5 million cars and
trucks annually and employs more than 200,000 people at about
100 facilities around the globe. Such a large company often
needs to make large supplier decisions under tight deadlines.
This was the situation when researchers at MIT teamed up
with Ford management and developed a data-driven supplier
selection tool. This computer program aids in decision making
by applying some of the decision-making criteria presented in
this chapter. Decision makers at Ford are asked to input data

reliability, etc.) as well as the type of decision criterion they
want to use. Once these are entered, the model outputs the
best set of suppliers to meet the specified needs. The result is a
system that is now saving Ford Motor Company over $40 mil-
lion annually.

Source: Based on E. Klampfl, Y. Fradkin, C. McDaniel, and M. Wolcott. “Ford
Uses OR to Make Urgent Sourcing Decisions in a Distressed Supplier Environ-
ment,” Interfaces 39, 5 (2009): 428-442.
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TABLE 3.5

Thompson’s Equally —_———————
Likely Decision FAVORABLE UNFAVORABLE

STATE OF NATURE

MARKET MARKET ROW AVERAGE
ALTERNATIVE (6)] ©® %

Construct a large 200,000 —180,000 10,000
plant

Construct a small 100,000 -20,000 40,000 j
plant Equally likely

Do nothing 0 0 0

The first step is to create the opportunity loss table by determining the opportunity loss for
not choosing the best alternative for each state of nature. Opportunity loss for any state of na-
ture, or any column, is calculated by subtracting each payoff in the column from the best payoff
in the same column. For a favorable market, the best payoff is $200,000 as a result of the first
alternative, “construct a large plant.” If the second alternative is selected, a profit of $100,000
would be realized in a favorable market, and this is compared to the best payoff of $200,000.
Thus, the opportunity loss is 200,000 — 100,000 = 100,000. Similarly, if “do nothing” is
selected, the opportunity loss would be 200,000 — 0 = 200,000.

For an unfavorable market, the best payoff is $0 as a result of the third alternative, “do noth-
ing,” so this has 0 opportunity loss. The opportunity losses for the other alternatives are found
by subtracting the payoffs from this best payoff ($0) in this state of nature as shown in Table 3.6.
Thompson’s opportunity loss table is shown as Table 3.7.

Using the opportunity loss (regret) table, the minimax regret criterion finds the alternative
that minimizes the maximum opportunity loss within each alternative. You first find the maxi-
mum (worst) opportunity loss for each alternative. Next, looking at these maximum values, pick
that alternative with the minimum (or best) number. By doing this, the opportunity loss actually
realized is guaranteed to be no more than this minimax value. In Table 3.8, we can see that the
minimax regret choice is the second alternative, “construct a small plant.” Doing so minimizes
the maximum opportunity loss.

In calculating the opportunity loss for minimization problems such as those involving costs,
the best (lowest) payoff or cost in a column is subtracted from each payoff in that column. Once
the opportunity loss table has been constructed, the minimax regret criterion is applied in ex-
actly the same way as just described. The maximum opportunity loss for each alternative is
found, and the alternative with the minimum of these maximums is selected. As with maximiza-
tion problems, the opportunity loss can never be negative.

We have considered several decision-making criteria to be used when probabilities of the
states of nature are not known and cannot be estimated. Now we will see what to do if the prob-
abilities are available.

TABLE 3.6 TABLE 3.7

Determining Opportunity Losses Opportunity Loss Table for Thompson Lumber
for Thompson Lumber

STATE OF NATURE
STATE OF NATURE
FAVORABLE UNFAVORABLE

FAVORABLE UNFAVORABLE ALTERNATIVE MARKET ($) MARKET ($)
MARKET ($) MARKET ($)

Construct a large 0 180,000
200,000 — 200,000 0 — (-180,000) plant
200,000 — 100,000 0 —(=20,000) Construct a small 100,000 20,000

plant

200,000 - 0 0-0
Do nothing 200,000 0
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TABLE 3.8

Thompson’s Minimax
Decision Using
Opportunity Loss

STATE OF NATURE
FAVORABLE UNFAVORABLE
MARKET MARKET MAXIMUM IN A

ALTERNATIVE (6)) (6)) ROW($)
Construct a large 0 180,000 180,000
plant

Construct a small 100,000 20,000 100,000 :I
plant Minimax

Do nothing 200,000 0 200,000

3.5 Decision Making Under Risk

EMV is the weighted sum of
possible payoffs for each
alternative.

Decision making under risk is a decision situation in which several possible states of nature may
occur, and the probabilities of these states of nature are known. In this section we consider one
of the most popular methods of making decisions under risk: selecting the alternative with the
highest expected monetary value (or simply expected value). We also use the probabilities with
the opportunity loss table to minimize the expected opportunity loss.

Expected Monetary Value

Given a decision table with conditional values (payoffs) that are monetary values, and probabil-
ity assessments for all states of nature, it is possible to determine the expected monetary value
(EMV) for each alternative. The expected value, or the mean value, is the long-run average value
of that decision. The EMV for an alternative is just the sum of possible payoffs of the alterna-
tive, each weighted by the probability of that payoff occurring.

This could also be expressed simply as the expected value of X, or E(X), which was dis-
cussed in Section 2.9 of Chapter 2.

EMV (alternative) = 2 X;P(X;) 3-1
where

X; = payoff for the alternative in state of nature i
P(X;) = probability of achieving payoff X; (i.e., probability of state of nature i)
> = summation symbol

If this were expanded, it would become

EMV (alternative)
= (payoff in first state of nature) X (probability of first state of nature)
+ (payoff in second state of nature) X (probability of second state of nature)
+ --- + (payoff in last state of nature) X (probability of last state of nature)
The alternative with the maximum EMV is then chosen.

Suppose that John Thompson now believes that the probability of a favorable market is
exactly the same as the probability of an unfavorable market; that is, each state of nature has
a 0.50 probability. Which alternative would give the greatest expected monetary value?
To determine this, John has expanded the decision table, as shown in Table 3.9. His calcula-
tions follow:

EMV (large plant) = ($200,000)(0.50) + (—$180,000)(0.50) = $10,000

EMV (small plant) = ($100,000)(0.50) + (—$20,000)(0.50) = $40,000

EMYV (do nothing) = ($0)(0.50) + ($0)(0.50) = $0
The largest expected value ($40,000) results from the second alternative, “construct a
small plant.” Thus, Thompson should proceed with the project and put up a small plant to
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TABLE 3.9

Decision Table with
Probabilities and EMVs
for Thompson Lumber

EVPI places an upper bound on
what to pay for information.

EVPI is the expected value with
perfect information minus the
maximum EMYV.
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STATE OF NATURE
FAVORABLE UNFAVORABLE
ALTERNATIVE MARKET ($) MARKET ($) EMYV ($)
Construct a large plant 200,000 —180,000 10,000
Construct a small plant 100,000 -20,000 40,000
Do nothing 0 0 0
Probabilities 0.50 0.50

manufacture storage sheds. The EMVs for the large plant and for doing nothing are $10,000
and $0, respectively.

When using the expected monetary value criterion with minimization problems, the calcu-
lations are the same, but the alternative with the smallest EMV is selected.

Expected Value of Perfect Information

John Thompson has been approached by Scientific Marketing, Inc., a firm that proposes to
help John make the decision about whether to build the plant to produce storage sheds. Sci-
entific Marketing claims that its technical analysis will tell John with certainty whether the
market is favorable for his proposed product. In other words, it will change his environment
from one of decision making under risk to one of decision making under certainty. This in-
formation could prevent John from making a very expensive mistake. Scientific Marketing
would charge Thompson $65,000 for the information. What would you recommend to John?
Should he hire the firm to make the marketing study? Even if the information from the study
is perfectly accurate, is it worth $65,000? What would it be worth? Although some of these
questions are difficult to answer, determining the value of such perfect information can be
very useful. It places an upper bound on what you should be willing to spend on information
such as that being sold by Scientific Marketing. In this section, two related terms are investi-
gated: the expected value of perfect information (EVPI) and the expected value with
perfect information (EVwWPI). These techniques can help John make his decision about hir-
ing the marketing firm.

The expected value with perfect information is the expected or average return, in the long
run, if we have perfect information before a decision has to be made. To calculate this value, we
choose the best alternative for each state of nature and multiply its payoff times the probability
of occurrence of that state of nature.

EVwPI = X (best payoff in state of nature i) (probability of state of nature i) 3-2)
If this were expanded, it would become

EVwPI
= (best payoff in first state of nature) X (probability of first state of nature)
+ (best payoff in second state of nature ) X (probability of second state of nature)

+ .-+ + (best payoff in last state of nature ) X (probability of last state of nature)

The expected value of perfect information, EVPI, is the expected value with perfect information
minus the expected value without perfect information (i.e., the best or maximum EMV). Thus,
the EVPI is the improvement in EMV that results from having perfect information.

EVPI = EVwWPI — BestEMV 3-3)

By referring to Table 3.9, Thompson can calculate the maximum that he would pay for
information, that is, the expected value of perfect information, or EVPI. He follows a three-stage
process. First, the best payoff in each state of nature is found. If the perfect information says
the market will be favorable, the large plant will be constructed, and the profit will be $200,000.
If the perfect information says the market will be unfavorable, the “do nothing™ alternative is
selected, and the profit will be 0. These values are shown in the “with perfect information” row
in Table 3.10. Second, the expected value with perfect information is computed. Then, using this
result, EVPI is calculated.
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TABLE 3.10

Decision Table with
Perfect Information

EOL is the cost of not picking
the best solution.

EOL will always result in the
same decision as the maximum
EMYV.

STATE OF NATURE
FAVORABLE UNFAVORABLE

ALTERNATIVE MARKET ($) MARKET ($) EMYV ($)
Construct a large plant 200,000 —180,000 10,000
Construct a small plant 100,000 -20,000 40,000
Do nothing 0 0 0
With perfect information 200,000 0 100,000 j

EVwPI
Probabilities 0.50 0.50

The expected value with perfect information is
EVwPI = ($200,000)(0.50) + ($0)(0.50) = $100,000

Thus, if we had perfect information, the payoff would average $100,000.
The maximum EMV without additional information is $40,000 (from Table 3.9). Therefore,
the increase in EMV is

EVPI = EVWPI — maximum EMV
= $100,000 — $40,000
= $60,000

Thus, the most Thompson would be willing to pay for perfect information is $60,000. This, of
course, is again based on the assumption that the probability of each state of nature is 0.50.

This EVPI also tells us that the most we would pay for any information (perfect or im-
perfect) is $60,000. In a later section we’ll see how to place a value on imperfect or sample
information.

In finding the EVPI for minimization problems, the approach is similar. The best payoff in
each state of nature is found, but this is the lowest payoff for that state of nature rather than the
highest. The EVWPI is calculated from these lowest payoffs, and this is compared to the best
(lowest) EMV without perfect information. The EVPI is the improvement that results, and this
is the best EMV — EVwPL.

Expected Opportunity Loss

An alternative approach to maximizing EMV is to minimize expected opportunity loss (EOL).
First, an opportunity loss table is constructed. Then the EOL is computed for each alternative by
multiplying the opportunity loss by the probability and adding these together. In Table 3.7 we
presented the opportunity loss table for the Thompson Lumber example. Using these opportu-
nity losses, we compute the EOL for each alternative by multiplying the probability of each state
of nature times the appropriate opportunity loss value and adding these together:

EOL(construct large plant) = (0.5)($0) + (0.5)($180,000)

= $90,000
EOL(construct small plant) = (0.5)($100,000) + (0.5)($20,000)
= $60,000
EOL(do nothing) = (0.5)($200,000) + (0.5)($0)
= $100,000

Table 3.11 gives these results. Using minimum EOL as the decision criterion, the best decision
would be the second alternative, “construct a small plant.”

It is important to note that minimum EOL will always result in the same decision as maxi-
mum EMYV, and that the EVPI will always equal the minimum EOL. Referring to the Thompson
case, we used the payoff table to compute the EVPI to be $60,000. Note that this is the mini-
mum EOL we just computed.
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TABLE 3.11 STATE OF NATURE
EOL Table for L
ALTERNATIVE MARKET ($) MARKET ($)
Construct a large plant 0 180,000 90,000
Construct a small plant 100,000 20,000 60,000
Do nothing 200,000 0 100,000
Probabilities 0.50 0.50
Sensitivity Analysis
In previous sections we determined that the best decision (with the probabilities known) for
Thompson Lumber was to construct the small plant, with an expected value of $40,000. This
conclusion depends on the values of the economic consequences and the two probability values
Sensitivity analysis investigates of a favorable and an unfavorable market. Sensitivity analysis investigates how our decision
how our decision might change might change given a change in the problem data. In this section, we investigate the impact that
with different input data. a change in the probability values would have on the decision facing Thompson Lumber. We first
define the following variable:
P = probability of a favorable market
Because there are only two states of nature, the probability of an unfavorable market must
bel — P.
We can now express the EMVs in terms of P, as shown in the following equations. A graph
of these EMV values is shown in Figure 3.1.
EMV (large plant) = $200,000P — $180,000(1 — P)
= $200,000P — $180,000 + 180,000P
= $380,000P — $180,000
EMV (small plant) = $100,000P — $20,000(1 — P)
= $100,000P — $20,000 + 20,000P
= $120,000P — $20,000
EMV (do nothing) = $0P + $0(1 — P) = $0
As you can see in Figure 3.1, the best decision is to do nothing as long as P is between 0
and the probability associated with point 1, where the EMV for doing nothing is equal to the
EMV for the small plant. When P is between the probabilities for points 1 and 2, the best deci-
sion is to build the small plant. Point 2 is where the EMV for the small plant is equal to the EMV
FIGURE 3.1
Sensitivity Analysis EMV Values
$300,000
$200,000 Point 2 EMV (large plant)
$100,000 EMV (small plant)
Point 1
0 f f EMV (do nothing)
167 .615 1
Values of P
—$100,000
—$200,000
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for the large plant. When P is greater than the probability for point 2, the best decision is to con-
struct the large plant. Of course, this is what you would expect as P increases. The value of P at
points 1 and 2 can be computed as follows:

Point 1: EMV (do nothing) = EMYV (small plant)

20,000

= $120,000P — $2 P=-—""—
0 = $120,000P — $20,000 120000

= 0.167

Point 2: EMV (small plant) = EMYV (large plant)
$120,000P — $20,000 = $380,000P — $180,000

160,000

260.000 619

260,000P = 160,000 P =

The results of this sensitivity analysis are displayed in the following table:

BEST RANGE OF
ALTERNATIVE P VALUES
Do nothing Less than 0.167
Construct a small plant 0.167-0.615
Construct a large plant Greater than 0.615

Using Excel QM to Solve Decision Theory Problems

Excel QM can be used to solve a variety of decision theory problems discussed in this chapter.
Programs 3.1A and 3.1B show the use of Excel QM to solve the Thompson Lumber case.
Program 3.1A provides the formulas needed to compute the EMV, maximin, maximax, and
other measures. Program 3.1B shows the results of these formulas.

PROGRAM 3.1A
Input Data for the Thompson Lumber Problem Using Excel QM

ﬁompute the EMV for each alternative
using the SUMPRODUCT function, the
worst case using the MIN function, and
Q\e best case using the MAX function.

A B [ € 0 E F
Thompson Lumber

Decision Tables

EnluIhcpmﬁhnreminlhnmninbowofhdahhhln.EmwnbalilihfninlhnﬁrdmiEmm
lo e the e value.

EVPI, find the
best outcome
for each scenario.

Data Results /
Favorable Unfavorable
Profit Market Market EMV Mr!'nv% Maxdrnin Hurwicz
Probability 05 05 « 08
Large Plant 200000] -1 =SUMPRODUCT(B$8.CS883C9)  =MINIBSCS)  =MAX[BICS) | =$158"GS+(1-$1$8)'F3
Small plant 100000 =SUMPRODUCT(BSE.CS8BI0CI0) =MNBIGCIO)  =MAX(BIOCIO) | =$1$8G 10+(1-8158)F 10
To calculate the Do nothing 0 =SUMPRODUCT(BS8.C$8811:C11) =MIN(BILLC11)  =MAX[BIL:CI1)

F=MAX[ESE1)

Expected Value of Perfect Information
Colurnn best | =MAX[BSB11) =MAX(CSC11 =SUMPRODUCT(B$8.C$8 B15.C15)

=MAX(FI:F11) =MAX(GI:G11) =MAX(19:111)

<-Expected value under certainty

I R e e e e R E

=E12 <-Best expected value
=E15-E12 <-Expected value of perfect information
Hegret .

) = e v Find the best
=48 =3 -8 outcome for
=49 =BI5-B3  =C15-C3 | =SUMPRODUCT(BS$8C$8822C22) =MAX(B22C22) each measure
=AI1D =BI5-BI0  =Ci5-CI0 | =SUMPRODUCT[BS$S.C$8E23C23) =MAX(E22CZI) using the MAX
=All =BI5-Bll ___ =CI5-Cll | =SUMPRODUCT[BS8.C$8.824.C24)  =MAX(E24.C24) function

=MIN(E22:E24) =MIN[F22:F24) :

Use SUMPRODUCT to compute the product of
the best outcomes by the probabilities and find
the difference between this and the best expected
value yielding the EVPI.

-
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PROGRAM 3.1B

Output Results for the
Thompson Lumber
Problem Using Excel QM

3.6 Decision Trees

3.6 DECISION TREES 101

R -l [ ] [ o [ 5 [ e [ O [
_ Thompson Lumber

Decision Tables

2|

3

4 |Er|terthe profits or costs in the main body of the data table. Enter probabilities in the I
5

6

Data Results
Favorable Unfavorable

7 |Profit Market Market EMV Minimum  Maxirmum Hurwicz

8 |Probability 0.5 0.5 coefficient 0.8
9 |Large Plant 200000 -180000 10000 -180000 200000 124000
10 |Small plant 100000 -20000 40000  -20000 100000 76000
11 |Do nothing 0 0 0 1] 0
| 12 | Maximum 40000 0 200000 124000
13

14 Expected Value of Perfect Information

158 |Column best 200000 0 100000 <-Expected value under certainty

16 40000 <-Best expected value
T £0000 <-Expected value of perfect information
18

19 |Regret

20 Favorable hUnfavorable Market  Expected Maximum
21 |Probability 0.5 0.5
| 22 |Large Plant 1] 180000 90000 180000
23 |Small plant 100000 20000 60000 100000

24 |Do nothing 200000 0 100000 200000 —
25 Minimum 60000 100000

-

Any problem that can be presented in a decision table can also be graphically illustrated in a
decision tree. All decision trees are similar in that they contain decision points or decision
nodes and state-of-nature points or state-of-nature nodes:

® A decision node from which one of several alternatives may be chosen
o A state-of-nature node out of which one state of nature will occur

In drawing the tree, we begin at the left and move to the right. Thus, the tree presents the deci-
sions and outcomes in sequential order. Lines or branches from the squares (decision nodes)
represent alternatives, and branches from the circles represent the states of nature. Figure 3.2
gives the basic decision tree for the Thompson Lumber example. First, John decides whether to
construct a large plant, a small plant, or no plant. Then, once that decision is made, the possible
states of nature or outcomes (favorable or unfavorable market) will occur. The next step is to put
the payoffs and probabilities on the tree and begin the analysis.

Analyzing problems with decision trees involves five steps:

Five Steps of Decision Tree Analysis

. Define the problem.

. Structure or draw the decision tree.

. Assign probabilities to the states of nature.

. Estimate payoffs for each possible combination of alternatives and states of nature.

. Solve the problem by computing expected monetary values (EMVs) for each state of
nature node. This is done by working backward, that is, starting at the right of the tree and
working back to decision nodes on the left. Also, at each decision node, the alternative
with the best EMV is selected.

[T OSSR

The final decision tree with the payoffs and probabilities for John Thompson’s decision
situation is shown in Figure 3.3. Note that the payoffs are placed at the right side of each of the
tree’s branches. The probabilities are shown in parentheses next to each state of nature. Begin-
ning with the payoffs on the right of the figure, the EM Vs for each state-of-nature node are then
calculated and placed by their respective nodes. The EMV of the first node is $10,000. This
represents the branch from the decision node to construct a large plant. The EMV for node 2,
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FIGURE 3.2

Thompson’s Decision
Tree

All outcomes and alternatives
must be considered.

FIGURE 3.3
Completed and Solved
Decision Tree for
Thompson Lumber

A Decision Node A State-of-Nature Node
J Favorable Market
Unfavorable Market
o
xS

S Favorable Market

Small Plant
Unfavorable Market

OO
/VOfb/bg

to construct a small plant, is $40,000. Building no plant or doing nothing has, of course, a pay-
off of $0. The branch leaving the decision node leading to the state-of-nature node with the
highest EMV should be chosen. In Thompson’s case, a small plant should be built.

A MORE COMPLEX DECISION FOR THOMPSON LUMBER—SAMPLE INFORMATION When
sequential decisions need to be made, decision trees are much more powerful tools than deci-
sion tables. Let’s say that John Thompson has two decisions to make, with the second decision
dependent on the outcome of the first. Before deciding about building a new plant, John has the
option of conducting his own marketing research survey, at a cost of $10,000. The information
from his survey could help him decide whether to construct a large plant, a small plant, or not to
build at all. John recognizes that such a market survey will not provide him with perfect infor-
mation, but it may help quite a bit nevertheless.

John’s new decision tree is represented in Figure 3.4. Let’s take a careful look at this more
complex tree. Note that all possible outcomes and alternatives are included in their logical
sequence. This is one of the strengths of using decision trees in making decisions. The user is
forced to examine all possible outcomes, including unfavorable ones. He or she is also forced to
make decisions in a logical, sequential manner.

Examining the tree, we see that Thompson’s first decision point is whether to conduct the
$10,000 market survey. If he chooses not to do the study (the lower part of the tree), he can
either construct a large plant, a small plant, or no plant. This is John’s second decision point.
The market will either be favorable (0.50 probability) or unfavorable (also 0.50 probability) if
he builds. The payoffs for each of the possible consequences are listed along the right side. As a
matter of fact, the lower portion of John’s tree is identical to the simpler decision tree shown in
Figure 3.3. Why is this so?

EMV for Node 1 = (0.5)($200,000) + (0.5)( —$180,000)

=$10,000
Payoffs
Alternative with best Fravorable Maket (0.5) $200,000
EMV is selected
Unfavorable Market (0.5) $180,000
o Favorable Market (0.5) $100,000

. Construct Small Plant °<
Unf ble Market (0.5
0 nfavorable Market (0.5) —$20.000

(o}
%’/”}’9 EMfo Node 2
orNode 2 _ (0 .5)($100,000) + (0.5)( —$20,000
= $40,000 S S )

$0
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FIGURE 3.4

Larger Decision Tree with Payoffs and Probabilities for Thompson Lumber

First Decision Second Decision Payoffs
Point Point

Favorable Market (0.78)

| |

| |

: : $190,000
: : Unfavorable Market (0.22) —$190,000
| |

I Favorable Market (0.78) $90,000
|

| Unfavorable Market (0.22) ~$30,000
|

: No Plant $10,000
I _ 3

|

|

| Favorable Market (0.27)

| e $190,000
| nfavorable Market (0.

| —$190,000
|

i Favorable Market (0.27) $90,000
|

| Unfavorable Market (0.73) —$30,000
|

: No Plant

| —$10,000
|

|

i Favorable Market (0.50) $200,000
|

: Unfavorable Market (0.50) —$180,000
| Favorable Market (0.50) $100,000
| b

| Unfavorable Market (0.50) -

i I $20,000
| |

i | No Plant

| I N
| |

The upper part of Figure 3.4 reflects the decision to conduct the market survey. State-of-
nature node 1 has two branches. There is a 45% chance that the survey results will indicate a
favorable market for storage sheds. We also note that the probability is 0.55 that the survey
results will be negative. The derivation of this probability will be discussed in the next section.
Most of the probabilities are The rest of the probabilities shown in parentheses in Figure 3.4 are all conditional proba-
conditional probabilities. bilities or posterior probabilities (these probabilities will also be discussed in the next section).
For example, 0.78 is the probability of a favorable market for the sheds given a favorable result
from the market survey. Of course, you would expect to find a high probability of a favorable
market given that the research indicated that the market was good. Don’t forget, though, there is
a chance that John’s $10,000 market survey didn’t result in perfect or even reliable information.
Any market research study is subject to error. In this case, there is a 22% chance that the market
for sheds will be unfavorable given that the survey results are positive.
We note that there is a 27% chance that the market for sheds will be favorable given that
John’s survey results are negative. The probability is much higher, 0.73, that the market will
actually be unfavorable given that the survey was negative.
The cost of the survey had to be Finally, when we look to the payoff column in Figure 3.4, we see that $10,000, the cost of
subtracted from the original the marketing study, had to be subtracted from each of the top 10 tree branches. Thus, a large
payoffs. plant with a favorable market would normally net a $200,000 profit. But because the market
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We start by computing the EMV
of each branch.

EMYV calculations for favorable
survey results are made first.

EMYV calculations for
unfavorable survey results are
done next.

We continue working backward
to the origin, computing EMV
values.

study was conducted, this figure is reduced by $10,000 to $190,000. In the unfavorable case, the
loss of $180,000 would increase to a greater loss of $190,000. Similarly, conducting the survey
and building no plant now results in a —$10,000 payoff.

With all probabilities and payoffs specified, we can start calculating the EMV at each state-
of-nature node. We begin at the end, or right side of the decision tree and work back toward the
origin. When we finish, the best decision will be known.

1. Given favorable survey results,

EMV (node 2) = EMV (large plant | positive survey)

= (0.78)($190,000) + (0.22)(—$190,000) = $106,400
EMV (node 3) = EMV (small plant | positive survey)

= (0.78)($90,000) + (0.22)(—$30,000) = $63,600

The EMV of no plant in this case is —$10,000. Thus, if the survey results are favorable, a
large plant should be built. Note that we bring the expected value of this decision
($106,400) to the decision node to indicate that, if the survey results are positive, our
expected value will be $106,400. This is shown in Figure 3.5.

2. Given negative survey results,

EMV (node 4) = EMV (large plant | negative survey)

= (0.27)($190,000) + (0.73)(—$190,000) = —$87,400
EMV(node 5) = EMV(small plant | negative survey)

= (0.27)($90,000) + (0.73)(—$30,000) = $2,400

The EMV of no plant is again —$10,000 for this branch. Thus, given a negative survey
result, John should build a small plant with an expected value of $2,400, and this figure is
indicated at the decision node.

3. Continuing on the upper part of the tree and moving backward, we compute the expected
value of conducting the market survey:
EMV(node 1) = EMV((conduct survey)
= (0.45)($106,400) + (0.55)($2,400)
= $47,880 + $1,320 = $49,200

4. If the market survey is not conducted,

EMV (node 6) = EMV((large plant)
— (0.50)($200,000) + (0.50)(—$180,000)
= $10,000

EMV (node 7) = EMV (small plant)
= (0.50)($100,000) + (0.50)(—$20,000)
= $40,000

The EMV of no plant is $0.
Thus, building a small plant is the best choice, given that the marketing research is not
performed, as we saw earlier.

5. We move back to the first decision node and choose the best alternative. The expected
monetary value of conducting the survey is $49,200, versus an EMV of $40,000 for not
conducting the study, so the best choice is to seek marketing information. If the survey re-
sults are favorable, John should construct a large plant; but if the research is negative, John
should construct a small plant.

In Figure 3.5, these expected values are placed on the decision tree. Notice on the tree that a
pair of slash lines / / through a decision branch indicates that a particular alternative is dropped
from further consideration. This is because its EMV is lower than the EMV for the best alterna-
tive. After you have solved several decision tree problems, you may find it easier to do all of
your computations on the tree diagram.
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Thompson’s Decision Tree with EMVs Shown

First Decision Second Decision Payoffs
Point Point
$106,400  Fayorable Market (0.78) $190,000
\/@Q‘i\ 2 Unfavorable Market (0.22) ~$190,000
Q\
o $63,600  Favorable Market (0.78)
9:-_ Small $90,000
©
@"ﬁ . S Plant Unfavorable Market (0.22) —~$30,000
N 123
& 09\» &
A No Plant
>
& \Q?‘ -$10,000
49,200 (L QG%
) —$87,400 .
,%0@@%% $ f Favorable Market (0.27) $190,000
ANC A =]
éé' Q% % \/g\g(\\ Unfavorable Market (0.73) ~$190,000
N
%) $2,400  Favorable Market (0.27)
& 8 Small $90,000
§ S,} Plant Unfavorable Market (0.73) —~$30,000
S,
S No Plant
Iy -$10,000
o
o
N
g 004,
0100/7 $10,000  Favorable Market (0.50) $200,000
O'(,o !
) 6
’80,1/ \p‘g‘\\ Unfavorable Market (0.50) —~$180,000
Y 2 $40,000 F: ble Market (0.50)
) , avorable Market (0.
S Small $100,000
g Plant Unfavorable Market (0.50) —$20,000
S :
No Plant $0

EVSI measures the value of
sample information.

EXPECTED VALUE OF SAMPLE INFORMATION With the market survey he intends to conduct, John
Thompson knows that his best decision will be to build a large plant if the survey is favorable or a
small plant if the survey results are negative. But John also realizes that conducting the market re-
search is not free. He would like to know what the actual value of doing a survey is. One way of
measuring the value of market information is to compute the expected value of sample information
(EVSI) which is the increase in expected value resulting from the sample information.

The expected value with sample information (EV with SI) is found from the decision tree,
and the cost of the sample information is added to this since this was subtracted from all the pay-
offs before the EV with SI was calculated. The expected value without sample information (EV
without SI) is then subtracted from this to find the value of the sample information.

EVSI = (EV with ST + cost) — (EV without SI) 3-4)
where

EVSI = expected value of sample information
EV with SI = expected value with sample information
EV without SI = expected value without sample information

In John’s case, his EMV would be $59,200 if he hadn’t already subtracted the $10,000 study
cost from each payoff. (Do you see why this is so? If not, add $10,000 back into each payoff,
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as in the original Thompson problem, and recompute the EMV of conducting the market study.)
From the lower branch of Figure 3.5, we see that the EMV of nor gathering the sample informa-
tion is $40,000. Thus,

EVSI = ($49,200 + $10,000) — $40,000 = $59,200 — $40,000 = $19,200

This means that John could have paid up to $19,200 for a market study and still come out ahead.
Since it costs only $10,000, the survey is indeed worthwhile.

Efficiency of Sample Information

There may be many types of sample information available to a decision maker. In developing a
new product, information could be obtained from a survey, from a focus group, from other mar-
ket research techniques, or from actually using a test market to see how sales will be. While
none of these sources of information are perfect, they can be evaluated by comparing the EVSI
with the EVPL. If the sample information was perfect, then the efficiency would be 100%. The
efficiency of sample information is

EVSI
Efficiency of sample information = ———100% 3-5)
EVPI
In the Thompson Lumber example,
Effici f sample information = 0 100% = 329
iciency of sample information = 60.000 o = o

Thus, the market survey is only 32% as efficient as perfect information.

Sensitivity Analysis
As with payoff tables, sensitivity analysis can be applied to decision trees as well. The overall
approach is the same. Consider the decision tree for the expanded Thompson Lumber problem
shown in Figure 3.5. How sensitive is our decision (to conduct the marketing survey) to the
probability of favorable survey results?

Let p be the probability of favorable survey results. Then (1 — p) is the probability of
negative survey results. Given this information, we can develop an expression for the EMV of
conducting the survey, which is node 1:

EMV (node 1) = ($106,400)p + ($2,400)(1 — p)
= $104,000p + $2.400

We are indifferent when the EMV of conducting the marketing survey, node 1, is the same
as the EMV of not conducting the survey, which is $40,000. We can find the indifference point
by equating EMV(node 1) to $40,000:

$104,000p + $2,400 = $40,000
$104,000p = $37,600

$37,600
p= =036

$104,000
As long as the probability of favorable survey results, p, is greater than 0.36, our decision will
stay the same. When p is less than 0.36, our decision will be not to conduct the survey.

We could also perform sensitivity analysis for other problem parameters. For example, we
could find how sensitive our decision is to the probability of a favorable market given favorable
survey results. At this time, this probability is 0.78. If this value goes up, the large plant becomes
more attractive. In this case, our decision would not change. What happens when this probabil-
ity goes down? The analysis becomes more complex. As the probability of a favorable market
given favorable survey results goes down, the small plant becomes more attractive. At some
point, the small plant will result in a higher EMV (given favorable survey results) than the large
plant. This, however, does not conclude our analysis. As the probability of a favorable market
given favorable survey results continues to fall, there will be a point where not conducting the
survey, with an EMV of $40,000, will be more attractive than conducting the marketing survey.
We leave the actual calculations to you. It is important to note that sensitivity analysis should
consider all possible consequences.
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3.7 How Probability Values are Estimated by Bayesian Analysis

Bayes’ theorem allows decision
makers to revise probability
values.

TABLE 3.12

Market Survey Reliability
in Predicting States
of Nature

There are many ways of getting probability data for a problem such as Thompson’s. The num-
bers (such as 0.78, 0.22, 0.27, 0.73 in Figure 3.4) can be assessed by a manager based on experi-
ence and intuition. They can be derived from historical data, or they can be computed from other
available data using Bayes’ theorem. The advantage of Bayes’ theorem is that it incorporates
both our initial estimates of the probabilities as well as information about the accuracy of the in-
formation source (e.g., market research survey).

The Bayes’ theorem approach recognizes that a decision maker does not know with certainty
what state of nature will occur. It allows the manager to revise his or her initial or prior probability
assessments based on new information. The revised probabilities are called posterior probabilities.
(Before continuing, you may wish to review Bayes’ theorem in Chapter 2.)

Calculating Revised Probabilities

In the Thompson Lumber case solved in Section 3.6, we made the assumption that the following
four conditional probabilities were known:

P(favorable market(FM) | survey results positive) = 0.78
P(unfavorable market(UM) | survey results positive) = 0.22
P(favorable market(FM) | survey results negative) = 0.27
P(unfavorable market(UM) | survey results negative) = 0.73

We now show how John Thompson was able to derive these values with Bayes’ theorem. From dis-
cussions with market research specialists at the local university, John knows that special surveys
such as his can either be positive (i.e., predict a favorable market) or be negative (i.e., predict an un-
favorable market). The experts have told John that, statistically, of all new products with a favorable
market (FM), market surveys were positive and predicted success correctly 70% of the time. Thirty
percent of the time the surveys falsely predicted negative results or an unfavorable market (UM).
On the other hand, when there was actually an unfavorable market for a new product, 80% of the
surveys correctly predicted negative results. The surveys incorrectly predicted positive results the
remaining 20% of the time. These conditional probabilities are summarized in Table 3.12. They are
an indication of the accuracy of the survey that John is thinking of undertaking.

Recall that without any market survey information, John’s best estimates of a favorable and
unfavorable market are

P(FM) = 0.50
P(UM) = 0.50
These are referred to as the prior probabilities.
We are now ready to compute Thompson’s revised or posterior probabilities. These desired
probabilities are the reverse of the probabilities in Table 3.12. We need the probability of a

favorable or unfavorable market given a positive or negative result from the market study. The
general form of Bayes’ theorem presented in Chapter 2 is

P(B|A)P(A)

P(A|B) (3-6)

N P(BIA)P(A) + P(B|A")P(A")

STATE OF NATURE
FAVORABLE MARKET UNFAVORABLE MARKET
RESULT OF SURVEY (FM) (UM)
Positive (predicts P(survey positive | FM) = 0.70 P(survey positive | UM) = 0.20
favorable market for
product)
Negative (predicts P(survey negative | FM) = 0.30 P(survey negative | UM) = 0.80

unfavorable market for
product)
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where

A, B = any two events
AI

complement of A

We can let A represent a favorable market and B represent a positive survey. Then, substi-
tuting the appropriate numbers into this equation, we obtain the conditional probabilities, given
that the market survey is positive:

P(survey positive|FM) P(FM)

P(survey positive|FM)P(FM) + P(survey positive|UM)P(UM)
3 (0.70)(0.50) 035
(0.70)(0.50) + (0.20)(0.50)  0.45

P(survey positive|UM)P(UM)
P(survey positive|UM)P(UM) + P(survey positive|[FM)P(FM)
3 (0.20)(0.50) _ 010
(0.20)(0.50) + (0.70)(0.50)  0.45
Note that the denominator (0.45) in these calculations is the probability of a positive survey.
An alternative method for these calculations is to use a probability table as shown in

Table 3.13.
The conditional probabilities, given that the market survey is negative, are

P(FM|survey positive) =

= 0.78

P(UM | survey positive) =

=0.22

P(survey negative|FM)P(FM)
P(survey negative|[FM)P(FM) + P(survey negative|UM)P(UM)
(0.30)(0.50) 015

= (030)(0.50) + (080)(050) _ 055 27

P(survey negative|UM)P(UM)
P(survey negative|[UM)P(UM) + P(survey negative|FM)P(FM)
(0.80)(0.50) 0.40
(0.80)(0.50) + (0.30)(0.50) T 055

P(FM |survey negative) =

P(UM |survey negative) =

= 0.73

Note that the denominator (0.55) in these calculations is the probability of a negative survey.
These computations given a negative survey could also have been performed in a table instead,
as in Table 3.14.

The calculations shown in Tables 3.13 and 3.14 can easily be performed in Excel spread-
sheets. Program 3.2A shows the formulas used in Excel, and Program 3.2B shows the final out-
put for this example.

The posterior probabilities now provide John Thompson with estimates for each state of

New probabilities provide nature if the survey results are positive or negative. As you know, John’s prior probability of suc-
valuable information. cess without a market survey was only 0.50. Now he is aware that the probability of successfully

TABLE 3.13 Probability Revisions Given a Positive Survey

POSTERIOR PROBABILITY
CONDITIONAL P(STATE OF
PROBABILITY NATURE |
P(SURVEY POSITIVE | PRIOR JOINT SURVEY
STATE OF NATURE STATE OF NATURE) PROBABILITY PROBABILITY POSITIVE)
FM 0.70 X0.50 =035 0.35/0.45 = 0.78
UM 0.20 X0.50 =0.10 0.10/0.45 = 0.22

P(survey results positive) = 0.45 1.00
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TABLE 3.14 Probability Revisions Given a Negative Survey

POSTERIOR PROBABILITY
CONDITIONAL P(STATE OF
PROBABILITY NATURE |
P(SURVEY NEGATIVE | PRIOR JOINT SURVEY
STATE OF NATURE STATE OF NATURE) PROBABILITY PROBABILITY NEGATIVE)
FM 0.30 %0.50 =0.15 0.15/0.55 = 0.27
UM 0.80 X0.50 =0.40 0.40/0.55 = 0.73
P(survey results negative) = 0.55 1.00
PROGRAM 3.2A 7 B . Al | ) =| Bayes Theorem for Thompson Lumber E:I(.ar.nple .
Formulas Used for Bayes’ [ Z I B B B | E 17
. . 1 |Bayes Theorem for Thompson Lumber Example
Calculations in Excel H _ _ _
i Eillin celt B7. B8, and C7. Enter P(Favorable Market)
| 5 |Probability Revisions Given a Positive Survey in cell C7. |
~ [State of Posterior
| 6 |Nature P(Sur.Pos.|state of nature) Prior Prob.  Joint Prob. | Probability
7 |FM " 0.7 05 =B7°C7 =D7/50%9
I 5 [/ Enter P(Survey positive | 02 =1.C7 =B3*ca =Da/3D$9
9 | Favorable Market) in cell B7. [/ \P(Sur.pos.)= =SUM({D7:D8)
10
| 11 Probability Revisions Given a Negative Survey | | [ |
| State of Posterior
| 12 | Nature P(Sur.Pos |state of nature)  Prior Prob.  Joint Prob. |Probability
113 |FM [ Enter P(Survey positive | =1-B7 =C7 =B13"C13 =D13/5D§15
| 14 |UM \ Unfavorable Market) in cell B8. / =1-E8 =C8 =B14°C14 =D14/$D$15
1_3 |P{Sur.neg.)= =SUM(D13:D14) |
PROGRAM 3.2B Al | =[ Bayes Theorem for Thompson Lumber Exarmple N
' | A I B | S S =0 O OO | O 1 =
Results of Bayes | 1 Bayes Theorem for Thompson Lumber Example _ | _ . Tl
Calculations in Excel (2
| 3 _Fill in cells B7, B8, and C7.
4
E Probability Revisions Given a Positive Survey | |
State of Posterior
| 6 |Nature P(Sur.Pos.|state of nature) Prior Prob.  Joint Prob. Probability
7 FM 0.70 0.50 0.35 0.78
| 8 (UM 0.20 0.50 0.10 0.22
19| P{Sur.pos.)= 0.45
(10
| 11 Probability Revisions Given a Negative Survey
State of Posterior
| 12 Nature P(Sur.Pos.|state of nature) Prior Prob.  Joint Prob. Probability |
|13 [FM 0.30 0.50 0.15 027
[ 14 (UM 0.80 0.50 0.40 0.73
15 | \P(Sur.neg.)= 055
16

marketing storage sheds will be 0.78 if his survey shows positive results. His chances of success
drop to 27% if the survey report is negative. This is valuable management information, as we saw
in the earlier decision tree analysis.

Potential Problem in Using Survey Results

In many decision-making problems, survey results or pilot studies are done before an actual
decision (such as building a new plant or taking a particular course of action) is made. As dis-
cussed earlier in this section, Bayes’ analysis is used to help determine the correct conditional
probabilities that are needed to solve these types of decision theory problems. In computing
these conditional probabilities, we need to have data about the surveys and their accuracies. If a
decision to build a plant or to take another course of action is actually made, we can determine
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3.8 Utility Theory

the accuracy of our surveys. Unfortunately, we cannot always get data about those situations in
which the decision was not to build a plant or not to take some course of action. Thus, some-
times when we use survey results, we are basing our probabilities only on those cases in which a
decision to build a plant or take some course of action is actually made. This means that, in some
situations, conditional probability information may not be not quite as accurate as we would
like. Even so, calculating conditional probabilities helps to refine the decision-making process
and, in general, to make better decisions.

The overall value of the result
of a decision is called utility.

FIGURE 3.6

Your Decision Tree for
the Lottery Ticket

We have focused on the EMV criterion for making decisions under risk. However, there are
many occasions in which people make decisions that would appear to be inconsistent with the
EMYV criterion. When people buy insurance, the amount of the premium is greater than the ex-
pected payout to them from the insurance company because the premium includes the expected
payout, the overhead cost, and the profit for the insurance company. A person involved in a law-
suit may choose to settle out of court rather than go to trial even if the expected value of going
to trial is greater than the proposed settlement. A person buys a lottery ticket even though the
expected return is negative. Casino games of all types have negative expected returns for the
player, and yet millions of people play these games. A businessperson may rule out one poten-
tial decision because it could bankrupt the firm if things go bad, even though the expected return
for this decision is better than that of all other alternatives.

Why do people make decisions that don’t maximize their EMV? They do this because
the monetary value is not always a true indicator of the overall value of the result of the deci-
sion. The overall worth of a particular outcome is called utility, and rational people make
decisions that maximize the expected utility. Although at times the monetary value is a good
indicator of utility, there are other times when it is not. This is particularly true when some
of the values involve an extremely large payoff or an extremely large loss. For example, sup-
pose that you are the lucky holder of a lottery ticket. Five minutes from now a fair coin could
be flipped, and if it comes up tails, you would win $5 million. If it comes up heads, you
would win nothing. Just a moment ago a wealthy person offered you $2 million for your
ticket. Let’s assume that you have no doubts about the validity of the offer. The person will
give you a certified check for the full amount, and you are absolutely sure the check would
be good.

A decision tree for this situation is shown in Figure 3.6. The EMV for rejecting the offer
indicates that you should hold on to your ticket, but what would you do? Just think, $2 million
for sure instead of a 50% chance at nothing. Suppose you were greedy enough to hold on to the
ticket, and then lost. How would you explain that to your friends? Wouldn’t $2 million be
enough to be comfortable for a while?

$2,000,000

.

EMV = $2,500,000 $5,000,000
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EMYV is not always the best
approach.

Utility assessment assigns the
worst outcome a utility of 0 and
the best outcome a utility of 1.

When you are indifferent, the
expected utilities are equal.

Once utility values have been
determined, a utility curve can be
constructed.

FIGURE 3.7

Standard Gamble for
Utility Assessment
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Most people would choose to sell the ticket for $2 million. Most of us, in fact, would proba-
bly be willing to settle for a lot less. Just how low we would go is, of course, a matter of per-
sonal preference. People have different feelings about seeking or avoiding risk. Using the EMV
alone is not always a good way to make these types of decisions.

One way to incorporate your own attitudes toward risk is through utility theory. In the
next section we explore first how to measure utility and then how to use utility measures in
decision making.

Measuring Utility and Constructing a Utility Curve

The first step in using utility theory is to assign utility values to each monetary value in a given
situation. It is convenient to begin utility assessment by assigning the worst outcome a utility of
0 and the best outcome a utility of 1. Although any values may be used as long as the utility for
the best outcome is greater than the utility for the worst outcome, using 0 and 1 has some bene-
fits. Because we have chosen to use 0 and 1, all other outcomes will have a utility value between
0 and 1. In determining the utilities of all outcomes, other than the best or worst outcome, a
standard gamble is considered. This gamble is shown in Figure 3.7.

In Figure 3.7, p is the probability of obtaining the best outcome, and (1 — p) is the proba-
bility of obtaining the worst outcome. Assessing the utility of any other outcome involves deter-
mining the probability (p), which makes you indifferent between alternative 1, which is the
gamble between the best and worst outcomes, and alternative 2, which is obtaining the other out-
come for sure. When you are indifferent between alternatives 1 and 2, the expected utilities for
these two alternatives must be equal. This relationship is shown as

Expected utility of alternative 2 = Expected utility of alternative 1

Utility of other outcome = (p)(utility of best outcome, which is 1) 3-7)
+ (1 — p)(utility of the worst outcome, which is 0)

Utility of other outcome = (p)(1) + (1 — p)(0) = p

Now all you have to do is to determine the value of the probability (p) that makes you indif-
ferent between alternatives 1 and 2. In setting the probability, you should be aware that utility
assessment is completely subjective. It’s a value set by the decision maker that can’t be meas-
ured on an objective scale. Let’s take a look at an example.

Jane Dickson would like to construct a utility curve revealing her preference for money
between $0 and $10,000. A utility curve is a graph that plots utility value versus monetary
value. She can either invest her money in a bank savings account or she can invest the same
money in a real estate deal.

If the money is invested in the bank, in three years Jane would have $5,000. If she in-
vested in the real estate, after three years she could either have nothing or $10,000. Jane, how-
ever, is very conservative. Unless there is an 80% chance of getting $10,000 from the real
estate deal, Jane would prefer to have her money in the bank, where it is safe. What Jane has
done here is to assess her utility for $5,000. When there is an 80% chance (this means that
p is 0.8) of getting $10,000, Jane is indifferent between putting her money in real estate or
putting it in the bank. Jane’s utility for $5,000 is thus equal to 0.8, which is the same as the
value for p. This utility assessment is shown in Figure 3.8.

(p) Best Outcome
Utility = 1

Worst Outcome
Utility =0

Other Outcome
Utility = ?
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FIGURE 3.8
Utility of $5,000

FIGURE 3.9

Utility Curve for Jane
Dickson

p=0.80 $10,000
U ($10,000) = 1.0
(1-p) =0.20 $0
U ($0.00) = 0.0
$5,000

U ($5,000) = p = 0.80

Utility for $5,000 = U ($5,000) = pU ($10,000) + (1 — p) U ($0) = (0.8)(1) + (0.2)(0) = 0.8

Other utility values can be assessed in the same way. For example, what is Jane’s utility for
$7,000? What value of p would make Jane indifferent between $7,000 and the gamble that
would result in either $10,000 or $0? For Jane, there must be a 90% chance of getting the
$10,000. Otherwise, she would prefer the $7,000 for sure. Thus, her utility for $7,000 is 0.90.
Jane’s utility for $3,000 can be determined in the same way. If there were a 50% chance of
obtaining the $10,000, Jane would be indifferent between having $3,000 for sure and taking the
gamble of either winning the $10,000 or getting nothing. Thus, the utility of $3,000 for Jane is
0.5. Of course, this process can be continued until Jane has assessed her utility for as many mon-
etary values as she wants. These assessments, however, are enough to get an idea of Jane’s feel-
ings toward risk. In fact, we can plot these points in a utility curve, as is done in Figure 3.9. In
the figure, the assessed utility points of $3,000, $5,000, and $7,000 are shown by dots, and the
rest of the curve is inferred from these.

Jane’s utility curve is typical of a risk avoider. A risk avoider is a decision maker who
gets less utility or pleasure from a greater risk and tends to avoid situations in which high
losses might occur. As monetary value increases on her utility curve, the utility increases at a
slower rate.

U ($10,000) = 1.0

U ($7,000) = 0.90

0.9
U ($5,000) = 0.80

0.8
0.7 —

0.6
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0.5
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0.4 —
0.3—
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/I | | | | |
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FIGURE 3.10
Preferences for Risk

The shape of a person’s utility
curve depends on many factors.

Utility values replace monetary
values.

FIGURE 3.11

Decision Facing Mark
Simkin
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Risk
Avoider

Utility

Risk
Seeker

Monetary Outcome

Figure 3.10 illustrates that a person who is a risk seeker has an opposite-shaped utility
curve. This decision maker gets more utility from a greater risk and higher potential payoff. As
monetary value increases on his or her utility curve, the utility increases at an increasing rate. A
person who is indifferent to risk has a utility curve that is a straight line. The shape of a person’s
utility curve depends on the specific decision being considered, the monetary values involved in
the situation, the person’s psychological frame of mind, and how the person feels about the fu-
ture. It may well be that you have one utility curve for some situations you face and completely
different curves for others.

Utility as a Decision-Making Criterion

After a utility curve has been determined, the utility values from the curve are used in making
decisions. Monetary outcomes or values are replaced with the appropriate utility values and then
decision analysis is performed as usual. The expected utility for each alternative is computed in-
stead of the EMV. Let’s take a look at an example in which a decision tree is used and expected
utility values are computed in selecting the best alternative.

Mark Simkin loves to gamble. He decides to play a game that involves tossing thumbtacks
in the air. If the point on the thumbtack is facing up after it lands, Mark wins $10,000. If the
point on the thumbtack is down, Mark loses $10,000. Should Mark play the game (alternative 1)
or should he not play the game (alternative 2)?

Alternatives 1 and 2 are displayed in the tree shown in Figure 3.11. As can be seen, alternative
1 is to play the game. Mark believes that there is a 45% chance of winning $10,000 and a 55%

Tack Lands
Point Up (0.45)

$10,000
° Tack Lands
NG ‘ Point Down (0.55)
WO e
A=)

—-$10,000

Mark Does Not Play the Game

$0
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FIGURE 3.12

Utility Curve for Mark
Simkin 1.00 —

0.75 —

0.50 —

Utility

0.30
025 —

0.15
0.05
0 |
—$20,000 —$10,000 $0 $10,000 $20,000

Monetary Outcome

chance of suffering the $10,000 loss. Alternative 2 is not to gamble. What should Mark do? Of
course, this depends on Mark’s utility for money. As stated previously, he likes to gamble. Using
the procedure just outlined, Mark was able to construct a utility curve showing his preference for
money. Mark has a total of $20,000 to gamble, so he has constructed the utility curve based on a
best payoft of $20,000 and a worst payoff of a $20,000 loss. This curve appears in Figure 3.12.
Mark’s objective is to maximize We see that Mark’s utility for —=$10,000 is 0.05, his utility for not playing ($0) is 0.15, and
expected utility. his utility for $10,000 is 0.30. These values can now be used in the decision tree. Mark’s objec-

tive is to maximize his expected utility, which can be done as follows:

Step 1.

When the Cold War between the United States and the USSR
ended, the two countries agreed to dismantle a large number of
nuclear weapons. The exact number of weapons is not known,
but the total number has been estimated to be over 40,000. The
plutonium recovered from the dismantled weapons presented
several concerns. The National Academy of Sciences characterized
the possibility that the plutonium could fall into the hands of ter-
rorists as a very real danger. Also, plutonium is very toxic to the
environment, so a safe and secure disposal process was critical.
Deciding what disposal process would be used was no easy task.

Due to the long relationship between the United States and
the USSR during the Cold War, it was necessary that the plutonium
disposal process for each country occur at approximately the same
time. Whichever method was selected by one country would have
to be approved by the other country. The U.S. Department of
Energy (DOE) formed the Office of Fissile Materials Disposition
(OFMD) to oversee the process of selecting the approach to use for
disposal of the plutonium. Recognizing that the decision could be
controversial, the OFMD used a team of operations research ana-
lysts associated with the Amarillo National Research Center. This OR
group used a multiattribute utility (MAU) model to combine several
performance measures into one single measure.

Multiattribute Utility Model Aids
IN ACTION in Disposal of Nuclear Weapons

U(—$10,000) = 0.05
U($0) = 0.15
U($10,000) = 0.30

A total of 37 performance measures were used in evaluating
13 different possible alternatives. The MAU model combined
these measures and helped to rank the alternatives as well as
identify the deficiencies of some alternatives. The OFMD recom-
mended 2 of the alternatives with the highest rankings, and
development was begun on both of them. This parallel develop-
ment permitted the United States to react quickly when the
USSR’s plan was developed. The USSR used an analysis based on
this same MAU approach. The United States and the USSR chose
to convert the plutonium from nuclear weapons into mixed oxide
fuel, which is used in nuclear reactors to make electricity. Once
the plutonium is converted to this form, it cannot be used in
nuclear weapons.

The MAU model helped the United States and the USSR deal
with a very sensitive and potentially hazardous issue in a way that
considered economic, nonproliferation, and ecology issues. The
framework is now being used by Russia to evaluate other policies
related to nuclear energy.

Source: Based on John C. Butler, et al. “The United States and Russia Evalu-
ate Plutonium Disposition Options with Multiattribute Utility Theory,”
Interfaces 35, 1 (January—February 2005): 88—101.
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FIGURE 3.13

Using Expected Utilities
in Decision Making
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Tack Lands Utility
Point Up (0.45)

0.30
Tack Lands
Point Down (0.55)

0.05
Don’t Play

0.15

Step 2. Replace monetary values with utility values. Refer to Figure 3.13. Here are the expected

utilities for alternatives 1 and 2:

E(alternative 1: play the game) = (0.45)(0.30) + (0.55)(0.05)

= 0.135 + 0.027 = 0.162

E(alternative 2: don’t play the game) = 0.15

Therefore, alternative 1 is the best strategy using utility as the decision criterion. If EMV had
been used, alternative 2 would have been the best strategy. The utility curve is a risk-seeker util-
ity curve, and the choice of playing the game certainly reflects this preference for risk.

Summary

Decision theory is an analytic and systematic approach to
studying decision making. Six steps are usually involved in
making decisions in three environments: decision making un-
der certainty, uncertainty, and risk. In decision making under
uncertainty, decision tables are constructed to compute such
criteria as maximax, maximin, criterion of realism, equally
likely, and minimax regret. Such methods as determining
expected monetary value (EMV), expected value of perfect
information (EVPI), expected opportunity loss (EOL), and sen-
sitivity analysis are used in decision making under risk.
Decision trees are another option, particularly for larger
decision problems, when one decision must be made before

Glossary

other decisions can be made. For example, a decision to take
a sample or to perform market research is made before we
decide to construct a large plant, a small one, or no plant. In
this case we can also compute the expected value of sample
information (EVSI) to determine the value of the market
research. The efficiency of sample information compares the
EVSI to the EVPI. Bayesian analysis can be used to revise or
update probability values using both the prior probabilities
and other probabilities related to the accuracy of the infor-
mation source.

Alternative A course of action or a strategy that may be
chosen by a decision maker.

Coefficient of Realism (o¢) A number from O to 1. When the
coefficient is close to 1, the decision criterion is optimistic.
When the coefficient is close to zero, the decision criterion
is pessimistic.

Conditional Probability A posterior probability.

Conditional Value or Payoff A consequence, normally
expressed in a monetary value, that occurs as a result of a
particular alternative and state of nature.

Criterion of Realism A decision-making criterion that uses
a weighted average of the best and worst possible payoffs
for each alternative.

Decision Making under Certainty A decision-making envi-
ronment in which the future outcomes or states of nature
are known.

Decision Making under Risk A decision-making environ-
ment in which several outcomes or states of nature may
occur as a result of a decision or alternative. The probabili-
ties of the outcomes or states of nature are known.
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Decision Making under Uncertainty A decision-making
environment in which several outcomes or states of nature
may occur. The probabilities of these outcomes, however,
are not known.

Decision Node (Point) In a decision tree, this is a point
where the best of the available alternatives is chosen. The
branches represent the alternatives.

Decision Table A payoff table.

Decision Theory An analytic and systematic approach to
decision making.

Decision Tree A graphical representation of a decision mak-
ing situation.

Efficiency of Sample Information A measure of how good
the sample information is relative to perfect information.

Equally Likely. A decision criterion that places an equal
weight on all states of nature.

Expected Monetary Value (EMV) The average value
of a decision if it can be repeated many times. This is
determined by multiplying the monetary values by their
respective probabilities. The results are then added to
arrive at the EMV.

Expected Value of Perfect Information (EVPI) The aver-
age or expected value of information if it were completely
accurate. The increase in EMV that results from having
perfect information.

Expected Value of Sample Information (EVSI) The
increase in EMV that results from having sample or imper-
fect information.

Expected Value with Perfect Information (EVWPI) The
average or expected value of a decision if perfect
knowledge of the future is available.

Hurwicz Criterion The criterion of realism.

Laplace Criterion The equally likely criterion.

Maximax An optimistic decision-making criterion. This
selects the alternative with the highest possible return.

Maximin A pessimistic decision-making criterion. This
alternative maximizes the minimum payoff. It selects the
alternative with the best of the worst possible payoffs.

Minimax Regret A criterion that minimizes the maximum
opportunity loss.

Opportunity Loss The amount you would lose by not pick-
ing the best alternative. For any state of nature, this is the
difference between the consequences of any alternative and
the best possible alternative.

Key Equations

Optimistic Criterion The maximax criterion.

Payoff Table A table that lists the alternatives, states of
nature, and payoffs in a decision-making situation.

Posterior Probability A conditional probability of a state of
nature that has been adjusted based on sample information.
This is found using Bayes’ Theorem.

Prior Probability The initial probability of a state of nature
before sample information is used with Bayes’ theorem to
obtain the posterior probability.

Regret Opportunity loss.

Risk Seeker A person who seeks risk. On the utility curve,
as the monetary value increases, the utility increases at an
increasing rate. This decision maker gets more pleasure for
a greater risk and higher potential returns.

Risk Avoider A person who avoids risk. On the utility
curve, as the monetary value, the utility increases at a
decreasing rate. This decision maker gets less utility for a
greater risk and higher potential returns.

Sequential Decisions Decisions in which the outcome of
one decision influences other decisions.

Standard Gamble The process used to determine utility
values.

State of Nature An outcome or occurrence over which the
decision maker has little or no control.

State-of-Nature Node In a decision tree, a point where the
EMV is computed. The branches coming from this node
represent states of nature.

Utility The overall value or worth of a particular outcome.

Utility Assessment The process of determining the utility of
various outcomes. This is normally done using a standard
gamble between any outcome for sure and a gamble
between the worst and best outcomes.

Utility Curve A graph or curve that reveals the relationship
between utility and monetary values. When this curve has
been constructed, utility values from the curve can be used
in the decision-making process.

Utility Theory A theory that allows decision makers to
incorporate their risk preference and other factors into the
decision-making process.

Weighted Average Criterion Another name for the criterion
of realism.

(3-1) EMV(alternativei) = 2X,;P(X;)
An equation that computes expected monetary value.

(3-2) EVWPI = X (best payoff in state of nature 7 )
X (probability of state of nature i)
An equation that computes the expected value with per-
fect information.

(3-3) EVPI = EVWPI — (bestEMV)
An equation that computes the expected value of perfect
information.

(3-4) EVSI = (EV with SI + cost) — (EV without ST)
An equation that computes the expected value (EV) of
sample information (SI).
VSI

E
(3-5) Efficiency of sample information = ———100%
EVPI

An equation that compares sample information to
perfect information.
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P(BIA)P(A) (3-7) Utility of other outcome = (p)(1) + (1 — p)(0) = p

3-6) P(A|B) = i i ili i i
(3-6) P( ) P( B| A)P(A) + P( BlA’ )P(A) An equation that determines the utility of an intermedi
ate outcome.

Bayes’ theorem—the conditional probability of event A
given that event B has occurred.

Solved Problems

Solved Problem 3-1
Maria Rojas is considering the possibility of opening a small dress shop on Fairbanks Avenue, a few
blocks from the university. She has located a good mall that attracts students. Her options are to open a
small shop, a medium-sized shop, or no shop at all. The market for a dress shop can be good, average, or
bad. The probabilities for these three possibilities are 0.2 for a good market, 0.5 for an average market,
and 0.3 for a bad market. The net profit or loss for the medium-sized and small shops for the various mar-
ket conditions are given in the following table. Building no shop at all yields no loss and no gain.

a. What do you recommend?

b. Calculate the EVPI.

c. Develop the opportunity loss table for this situation. What decisions would be made using the
minimax regret criterion and the minimum EOL criterion?

AVERAGE

MARKET
ALTERNATIVE %)
Small shop 75,000 25,000 —40,000
Medium-sized shop 100,000 35,000 -60,000
No shop 0 0 0

Solution

a. Since the decision-making environment is risk (probabilities are known), it is appropriate to use
the EMV criterion. The problem can be solved by developing a payoff table that contains all alter-
natives, states of nature, and probability values. The EMV for each alternative is also computed,
as in the following table:

STATE OF NATURE

AVERAGE BAD

MARKET MARKET EMV
ALTERNATIVE (6] ® ®
Small shop 75,000 25,000 —-40,000 15,500
Medium-sized shop 100,000 35,000 —60,000 19,500
No shop 0 0 0 0
Probabilities 0.20 0.50 0.30

EMV (small shop) = (0.2)($75,000) + (0.5)($25,000) +(0.3)(—$40,000) = $15,500
EMV (medium shop) = (0.2)($100,000) + (0.5)($35,000) +(0.3)(—$60,000) = $19,500
EMV (no shop) = (0.2)($0) + (0.5)($0) + (0.3)($0) = $0
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As can be seen, the best decision is to build the medium-sized shop. The EMV for this alternative is
$19,500.

b. EVWPI = (0.2)$100,000 + (0.5)$35,000 + (0.3)$0 = $37,500
EVPI = $37,500 — $19,500 = $18,000

c. The opportunity loss table is shown here.

STATE OF NATURE

AVERAGE BAD

MARKET MARKET MAXIMUM
ALTERNATIVE ® ® ®
Small shop 25,000 10,000 40,000 40,000 22,000
Medium-sized shop 0 0 60,000 60,000 18,000
No shop 100,000 35,000 0 100,000 37,500
Probabilities 0.20 0.50 0.30

Solved Problem 3-2

The best payoff in a good market is 100,000, so the opportunity losses in the first column indicate how
much worse each payoff is than 100,000. The best payoff in an average market is 35,000, so the
opportunity losses in the second column indicate how much worse each payoff is than 35,000. The
best payoff in a bad market is 0, so the opportunity losses in the third column indicate how much
worse each payoff is than 0.

The minimax regret criterion considers the maximum regret for each decision, and the decision
corresponding to the minimum of these is selected. The decision would be to build a small shop since
the maximum regret for this is 40,000, while the maximum regret for each of the other two alterna-
tives is higher as shown in the opportunity loss table.

The decision based on the EOL criterion would be to build the medium shop. Note that the mini-
mum EOL ($18,000) is the same as the EVPI computed in part b. The calculations are

EOL(small) = (0.2)25,000 + (0.5)10,000 + (0.3)40,000 = 22,000
EOL(medium) = (0.2)0 + (0.5)0 + (0.3)60,000 = 18,000
EOL(no shop) = (0.2)100,000 + (0.5)35,000 + (0.3)0 = 37,500

Cal Bender and Becky Addison have known each other since high school. Two years ago they entered
the same university and today they are taking undergraduate courses in the business school. Both hope
to graduate with degrees in finance. In an attempt to make extra money and to use some of the knowl-
edge gained from their business courses, Cal and Becky have decided to look into the possibility of
starting a small company that would provide word processing services to students who needed term
papers or other reports prepared in a professional manner. Using a systems approach, Cal and Becky
have identified three strategies. Strategy 1 is to invest in a fairly expensive microcomputer system with
a high-quality laser printer. In a favorable market, they should be able to obtain a net profit of $10,000
over the next two years. If the market is unfavorable, they can lose $8,000. Strategy 2 is to purchase a
less expensive system. With a favorable market, they could get a return during the next two years of
$8,000. With an unfavorable market, they would incur a loss of $4,000. Their final strategy, strategy 3,
is to do nothing. Cal is basically a risk taker, whereas Becky tries to avoid risk.

a. What type of decision procedure should Cal use? What would Cal’s decision be?

b. What type of decision maker is Becky? What decision would Becky make?

If Cal and Becky were indifferent to risk, what type of decision approach should they use? What
would you recommend if this were the case?
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Solution
The problem is one of decision making under uncertainty. Before answering the specific questions, a
decision table should be developed showing the alternatives, states of nature, and related consequences.

Strategy 1 10,000 -8,000
Strategy 2 8,000 —4,000
Strategy 3 0 0

a. Since Cal is a risk taker, he should use the maximax decision criteria. This approach selects the
row that has the highest or maximum value. The $10,000 value, which is the maximum value from
the table, is in row 1. Thus, Cal’s decision is to select strategy 1, which is an optimistic decision
approach.

b. Becky should use the maximin decision criteria because she wants to avoid risk. The minimum or
worst outcome for each row, or strategy, is identified. These outcomes are —$8,000 for strategy 1,
—$4,000 for strategy 2, and $0 for strategy 3. The maximum of these values is selected. Thus,
Becky would select strategy 3, which reflects a pessimistic decision approach.

c. If Cal and Becky are indifferent to risk, they could use the equally likely approach. This approach
selects the alternative that maximizes the row averages. The row average for strategy 1 is
$1,000[$1,000 = ($10,000 — $8,000)/2]. The row average for strategy 2 is $2,000, and the
row average for strategy 3 is $0. Thus, using the equally likely approach, the decision is to select
strategy 2, which maximizes the row averages.

Solved Problem 3-3
Monica Britt has enjoyed sailing small boats since she was 7 years old, when her mother started sail-
ing with her. Today, Monica is considering the possibility of starting a company to produce small sail-
boats for the recreational market. Unlike other mass-produced sailboats, however, these boats will be
made specifically for children between the ages of 10 and 15. The boats will be of the highest quality
and extremely stable, and the sail size will be reduced to prevent problems of capsizing.

Her basic decision is whether to build a large manufacturing facility, a small manufacturing facil-
ity, or no facility at all. With a favorable market, Monica can expect to make $90,000 from the large
facility or $60,000 from the smaller facility. If the market is unfavorable, however, Monica estimates
that she would lose $30,000 with a large facility, and she would lose only $20,000 with the small
facility. Because of the expense involved in developing the initial molds and acquiring the necessary
equipment to produce fiberglass sailboats for young children, Monica has decided to conduct a pilot
study to make sure that the market for the sailboats will be adequate. She estimates that the pilot study
will cost her $10,000. Furthermore, the pilot study can be either favorable or unfavorable. Monica
estimates that the probability of a favorable market given a favorable pilot study is 0.8. The probabil-
ity of an unfavorable market given an unfavorable pilot study result is estimated to be 0.9. Monica
feels that there is a 0.65 chance that the pilot study will be favorable. Of course, Monica could bypass
the pilot study and simply make the decision as to whether to build a large plant, small plant, or no
facility at all. Without doing any testing in a pilot study, she estimates that the probability of a favor-
able market is 0.6. What do you recommend? Compute the EVSL.

Solution

Before Monica starts to solve this problem, she should develop a decision tree that shows all alterna-
tives, states of nature, probability values, and economic consequences. This decision tree is shown in
Figure 3.14.
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FIGURE 3.14
Monica’s Decision Tree, (0.6) Market Favorable $60,000
Listing Alternatives, (0.4) Market Unfavorable «
States of Nature, $20,000
Probability Values, and (0.6) Market Favorable SRR
Financial Outcomes for (0.4) Market Unfavorable ’
Solved Problem 3-3 : $30,000
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z (0.1) Market Favorable $50,000
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The EMYV at each of the numbered nodes is calculated as follows:

EMV (node 2) = 60,000(0.6) + (—20,000)0.4 = 28,000
EMV (node 3) = 90,000(0.6) + (—30,000)0.4 = 42,000
EMV (node 4) = 50,000(0.8) + (—30,000)0.2 = 34,000
EMV (node 5) = 80,000(0.8) + (—40,000)0.2 = 56,000
(
(

—_— — — —

EMV (node 6) = 50,000(0.1) + (—30,000)0.9 = —22,000
EMV (node 7) = 80,000(0.1) + (—40,000)0.9 = —28,000
EMV (node 1) = 56,000(0.65) + (—10,000)0.35 = 32,900

At each of the square nodes with letters, the decisions would be:

Node B: Choose Large Facility since the EMV = $42,000.

Node C: Choose Large Facility since the EMV = $56,000.

Node D: Choose No Facility since the EMV = —$10,000.

Node A: Choose Do Not Conduct Study since the EMV ($42,000) for this
is higher than EMV (node 1), which is $32,900.

Based on the EMV criterion, Monica would select Do Not Conduct Study and then select Large Facil-
ity. The EMV of this decision is $42,000. Choosing to conduct the study would result in an EMV of
only $32,900. Thus, the expected value of sample information is
EVSI = $32,900 + $10,000 — $42,000
= $900
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Developing a small driving range for golfers of all abilities has long been a desire of John Jenkins.
John, however, believes that the chance of a successful driving range is only about 40%. A friend of
John’s has suggested that he conduct a survey in the community to get a better feeling of the demand
for such a facility. There is a 0.9 probability that the research will be favorable if the driving range
facility will be successful. Furthermore, it is estimated that there is a 0.8 probability that the marketing
research will be unfavorable if indeed the facility will be unsuccessful. John would like to determine
the chances of a successful driving range given a favorable result from the marketing survey.

Solution
This problem requires the use of Bayes’ theorem. Before we start to solve the problem, we will define
the following terms:

P(SF) = probability of successful driving range facility

P(UF) = probability of unsuccessful driving range facility
P(RF | SF) = probability that the research will be favorable given a successful driving range facility
P(RU | SF) = probability that the research will be unfavorable given a successful driving range facility
P(RU | UF) = probability that the research will be unfavorable given an unsuccessful driving range facility
P(RF | UF) = probability that the research will be favorable given an unsuccessful driving range facility

Now, we can summarize what we know:
P(SF) = 04
P(RF|SF) = 0.9
P(RU|UF) = 0.8
From this information we can compute three additional probabilities that we need to solve the problem:
P(UF) =1—- P(SF)=1—04 = 0.6
P(RU|SF) = 1 — P(RFISF) =1 — 0.9 = 0.1
P(RF|UF) = 1 — P(RU|UF) =1 - 0.8 =02
Now we can put these values into Bayes’ theorem to compute the desired probability:
P(RF|SF) X P(SF)
P(RF|SF) X P(SF) + P(RF|UF) x P(UF)
(0.9)(0.4)
(0.9)(0.4) + (0.2)(0.6)

036 036
(0.36 + 0.12) 048

P(SF|RF) =

= 0.75

In addition to using formulas to solve John’s problem, it is possible to perform all calculations in
a table:

Revised Probabilities Given a Favorable Research Result

Favorable market 0.9 X 0.4 = 0.36 0.36/0.48 =0.75
Unfavorable market 0.2 X 0.6 = 0.12 0.12/0.48 = 0.25
0.48

As you can see from the table, the results are the same. The probability of a successful driving range
given a favorable research result is 0.36/0.48, or 0.75.
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Self-Test

o Before taking the self-test, refer to the learning objectives at the beginning of the chapter, the notes in the margins, and the

glossary at the end of the chapter.

Use the key at the back of the book to correct your answers.

Restudy pages that correspond to any questions that you answered incorrectly or material you feel uncertain about.

In decision theory terminology, a course of action or a

strategy that may be chosen by a decision maker is called

a. a payoff.

b. an alternative.

c. a state of nature.

d. none of the above.

In decision theory, probabilities are associated with

a. payoffs.

b. alternatives.

c. states of nature.

d. none of the above.

If probabilities are available to the decision maker, then

the decision-making environment is called

a. certainty.

b. uncertainty.

c. risk.

d. none of the above.

Which of the following is a decision-making criterion

that is used for decision making under risk?

a. expected monetary value criterion

b. Hurwicz criterion (criterion of realism)

c. optimistic (maximax) criterion

d. equally likely criterion

The minimum expected opportunity loss

a. is equal to the highest expected payoff.

b. is greater than the expected value with perfect
information.

c. is equal to the expected value of perfect information.

d. is computed when finding the minimax regret decision.

In using the criterion of realism (Hurwicz criterion), the

coefficient of realism ()

a. is the probability of a good state of nature.

b. describes the degree of optimism of the decision maker.

c. describes the degree of pessimism of the decision maker.

d. is usually less than zero.

The most that a person should pay for perfect

information is

a. the EVPL

b. the maximum EMV minus the minimum EMV.

c. the maximum EOL.

d. the maximum EMV.

The minimum EOL criterion will always result in the

same decision as

a. the maximax criterion.

b. the minimax regret criterion.

c. the maximum EMYV criterion.

d. the equally likely criterion.

A decision tree is preferable to a decision table when

a. a number of sequential decisions are to be made.

b. probabilities are available.

c. the maximax criterion is used.

d. the objective is to maximize regret.

10.

11.

12.

13.

14.

15.

16.

Bayes’ theorem is used to revise probabilities. The new

(revised) probabilities are called

a. prior probabilities.

b. sample probabilities.

c. survey probabilities.

d. posterior probabilities.

On a decision tree, at each state-of-nature node,

a. the alternative with the greatest EMV is selected.

b. an EMV is calculated.

c. all probabilities are added together.

d. the branch with the highest probability is selected.

The EVSI

a. is found by subtracting the EMV without sample infor-
mation from the EMV with sample information.

b. is always equal to the expected value of perfect
information.

c. equals the EMV with sample information assuming no
cost for the information minus the EMV without sam-
ple information.

d. is usually negative.

The efficiency of sample information

a. is the EVSI/(maximum EMV without SI) expressed as
a percentage.

b. is the EVPI/EVSI expressed as a percentage.

c. would be 100% if the sample information were perfect.

d. is computed using only the EVPI and the maximum
EMV.

On a decision tree, once the tree has been drawn and the

payoffs and probabilities have been placed on the tree,

the analysis (computing EM Vs and selecting the best
alternative)

a. is done by working backward (starting on the right and
moving to the left).

b. is done by working forward (starting on the left and
moving to the right).

c. is done by starting at the top of the tree and moving
down.

d. is done by starting at the bottom of the tree and
moving up.

In assessing utility values,

a. the worst outcome is given a utility of —1.

b. the best outcome is given a utility of 0.

c. the worst outcome is given a utility of 0.

d. the best outcome is given a value of —1.

If a rational person selects an alternative that does not

maximize the EMV, we would expect that this alternative

a. minimizes the EMV.

b. maximizes the expected utility.

c. minimizes the expected utility.

d. has zero utility associated with each possible payoff.
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Discussion Questions

3-1

32
33
3-4

3-6

3-7

3-8

3-9

3-10

3-11

3-12

3-13

3-14

3-15

3-16

Give an example of a good decision that you made
that resulted in a bad outcome. Also give an exam-
ple of a bad decision that you made that had a good
outcome. Why was each decision good or bad?

Describe what is involved in the decision process.
What is an alternative? What is a state of nature?

Discuss the differences among decision making
under certainty, decision making under risk, and
decision making under uncertainty.

What techniques are used to solve decision-making
problems under uncertainty? Which technique
results in an optimistic decision? Which technique
results in a pessimistic decision?

Define opportunity loss. What decision-making cri-
teria are used with an opportunity loss table?

What information should be placed on a decision
tree?

Describe how you would determine the best decision
using the EMV criterion with a decision tree.

What is the difference between prior and posterior
probabilities?

What is the purpose of Bayesian analysis? Describe
how you would use Bayesian analysis in the deci-
sion-making process.

What is the EVSI? How is this computed?

How is the efficiency of sample information com-
puted?

What is the overall purpose of utility theory?

Briefly discuss how a utility function can be assessed.
What is a standard gamble, and how is it used in
determining utility values?

How is a utility curve used in selecting the best deci-
sion for a particular problem?

What is a risk seeker? What is a risk avoider? How
does the utility curve for these types of decision
makers differ?

Problems

Qe3-17

Kenneth Brown is the principal owner of Brown Oil,
Inc. After quitting his university teaching job, Ken
has been able to increase his annual salary by a fac-
tor of over 100. At the present time, Ken is forced to
consider purchasing some more equipment for
Brown Oil because of competition. His alternatives
are shown in the following table:

FAVORABLE UNFAVORABLE

MARKET MARKET
EQUIPMENT $) )
Sub 100 300,000 —200,000
Oiler J 250,000 ~100,000
Texan 75,000 ~18,000

For example, if Ken purchases a Sub 100 and if
there is a favorable market, he will realize a profit
of $300,000. On the other hand, if the market is un-
favorable, Ken will suffer a loss of $200,000. But
Ken has always been a very optimistic decision
maker.

(a) What type of decision is Ken facing?

(b) What decision criterion should he use?

(c) What alternative is best?

()¢ 3-18 Although Ken Brown (discussed in Problem 3-17)
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is the principal owner of Brown Oil, his brother
Bob is credited with making the company a
financial success. Bob is vice president of finance.
Bob attributes his success to his pessimistic atti-
tude about business and the oil industry. Given the
information from Problem 3-17, it is likely that
Bob will arrive at a different decision. What deci-
sion criterion should Bob use, and what alternative
will he select?

The Lubricant is an expensive oil newsletter to
which many oil giants subscribe, including Ken
Brown (see Problem 3-17 for details). In the last
issue, the letter described how the demand for oil
products would be extremely high. Apparently, the
American consumer will continue to use oil prod-
ucts even if the price of these products doubles.
Indeed, one of the articles in the Lubricant
states that the chances of a favorable market for oil
products was 70%, while the chance of an unfavor-
able market was only 30%. Ken would like to
use these probabilities in determining the best
decision.

(a) What decision model should be used?

(b) What is the optimal decision?

(c) Ken believes that the $300,000 figure for the Sub
100 with a favorable market is too high. How
much lower would this figure have to be for Ken
to change his decision made in part (b)?

Mickey Lawson is considering investing some

money that he inherited. The following payoff table

gives the profits that would be realized during the

Note: Q means the problem may be solved with QM for Windows; X means the problem may be solved with

Excel QM; and %means the problem may be solved with QM for Windows and/or Excel QM.
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next year for each of three investment alternatives
Mickey is considering:

STATE OF NATURE
DECISION GOOD POOR
ALTERNATIVE ECONOMY ECONOMY
Stock market 80,000 -20,000
Bonds 30,000 20,000
CDs 23,000 23,000
Probability 0.5 0.5

(a) What decision would maximize expected profits?
(b) What is the maximum amount that should be
paid for a perfect forecast of the economy?

Develop an opportunity loss table for the investment
problem that Mickey Lawson faces in Problem 3-20.
What decision would minimize the expected oppor-
tunity loss? What is the minimum EOL?

Allen Young has always been proud of his personal
investment strategies and has done very well over
the past several years. He invests primarily in the
stock market. Over the past several months, how-
ever, Allen has become very concerned about the
stock market as a good investment. In some cases it
would have been better for Allen to have his money
in a bank than in the market. During the next year,
Allen must decide whether to invest $10,000 in the
stock market or in a certificate of deposit (CD) at an
interest rate of 9%. If the market is good, Allen
believes that he could get a 14% return on his
money. With a fair market, he expects to get an 8%
return. If the market is bad, he will most likely get
no return at all—in other words, the return would be
0%. Allen estimates that the probability of a good
market is 0.4, the probability of a fair market is 0.4,
and the probability of a bad market is 0.2, and he
wishes to maximize his long-run average return.

(a) Develop a decision table for this problem.

(b) What is the best decision?

In Problem 3-22 you helped Allen Young determine
the best investment strategy. Now, Young is thinking
about paying for a stock market newsletter. A friend
of Young said that these types of letters could pre-
dict very accurately whether the market would be
good, fair, or poor. Then, based on these predictions,

Allen could make better investment decisions.

(a) What is the most that Allen would be willing to
pay for a newsletter?

(b) Young now believes that a good market will give
areturn of only 11% instead of 14%. Will this in-
formation change the amount that Allen would be
willing to pay for the newsletter? If your answer
is yes, determine the most that Allen would be
willing to pay, given this new information.

Q.3-24
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Today’s Electronics specializes in manufacturing
modern electronic components. It also builds the
equipment that produces the components. Phyllis
Weinberger, who is responsible for advising the
president of Today’s Electronics on electronic man-
ufacturing equipment, has developed the following
table concerning a proposed facility:

PROFIT ($)

STRONG FAIR POOR

MARKET MARKET MARKET
Large facility 550,000 110,000 -310,000
Medium-sized

facility 300,000 129,000 —-100,000

Small facility 200,000 100,000 -32,000
No facility 0 0 0

(a) Develop an opportunity loss table.
(b) What is the minimax regret decision?

Brilliant Color is a small supplier of chemicals and

equipment that are used by some photographic

stores to process 35mm film. One product that Bril-
liant Color supplies is BC-6. John Kubick, president

of Brilliant Color, normally stocks 11, 12, or 13

cases of BC-6 each week. For each case that John

sells, he receives a profit of $35. Like many photo-
graphic chemicals, BC-6 has a very short shelf life,
so if a case is not sold by the end of the week, John
must discard it. Since each case costs John $56, he
loses $56 for every case that is not sold by the end of
the week. There is a probability of 0.45 of selling

11 cases, a probability of 0.35 of selling 12 cases,

and a probability of 0.2 of selling 13 cases.

(a) Construct a decision table for this problem. In-
clude all conditional values and probabilities in
the table.

(b) What is your recommended course of action?

(c) If John is able to develop BC-6 with an ingredi-
ent that stabilizes it so that it no longer has to be
discarded, how would this change your recom-
mended course of action?

Megley Cheese Company is a small manufacturer of
several different cheese products. One of the prod-
ucts is a cheese spread that is sold to retail outlets.
Jason Megley must decide how many cases of
cheese spread to manufacture each month. The prob-
ability that the demand will be six cases is 0.1, for
7 cases is 0.3, for 8 cases is 0.5, and for 9 cases is
0.1. The cost of every case is $45, and the price that
Jason gets for each case is $95. Unfortunately, any
cases not sold by the end of the month are of no
value, due to spoilage. How many cases of cheese
should Jason manufacture each month?

Farm Grown, Inc., produces cases of perishable food
products. Each case contains an assortment of veg-
etables and other farm products. Each case costs $5
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and sells for $15. If there are any cases not sold by
the end of the day, they are sold to a large food pro-
cessing company for $3 a case. The probability that
daily demand will be 100 cases is 0.3, the probabil-
ity that daily demand will be 200 cases is 0.4, and
the probability that daily demand will be 300 cases
is 0.3. Farm Grown has a policy of always satisfying
customer demands. If its own supply of cases is less
than the demand, it buys the necessary vegetables
from a competitor. The estimated cost of doing this
is $16 per case.

(a) Draw a decision table for this problem.

(b) What do you recommend?

Even though independent gasoline stations have
been having a difficult time, Susan Solomon has
been thinking about starting her own independent
gasoline station. Susan’s problem is to decide how
large her station should be. The annual returns will
depend on both the size of her station and a number
of marketing factors related to the oil industry and
demand for gasoline. After a careful analysis, Susan
developed the following table:

GOOD FAIR POOR
SIZE OF MARKET MARKET MARKET
FIRST STATION $) (&) %)
Small 50,000 20,000 —-10,000
Medium 80,000 30,000 -20,000
Large 100,000 30,000 —40,000
Very large 300,000 25,000  —160,000

For example, if Susan constructs a small station and

the market is good, she will realize a profit of

$50,000.

(a) Develop a decision table for this decision.

(b) What is the maximax decision?

(c) What is the maximin decision?

(d) What is the equally likely decision?

(e) What is the criterion of realism decision? Use an
a value of 0.8.

(f) Develop an opportunity loss table.

(g) What is the minimax regret decision?

Beverly Mills has decided to lease a hybrid car to
save on gasoline expenses and to do her part to help
keep the environment clean. The car she selected is
available from only one dealer in the local area, but
that dealer has several leasing options to accommo-
date a variety of driving patterns. All the leases are
for 3 years and require no money at the time of
signing the lease. The first option has a monthly
cost of $330, a total mileage allowance of 36,000
miles (an average of 12,000 miles per year), and a
cost of $0.35 per mile for any miles over 36,000.
The following table summarizes each of the three
lease options:
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3-YEAR  MONTHLY MILEAGE COST PER
LEASE COST ALLOWANCE EXCESS MILE
Option 1 $330 36,000 $0.35
Option 2 $380 45,000 $0.25
Option 3 $430 54,000 $0.15

()2 3-30
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Beverly has estimated that, during the 3 years of the

lease, there is a 40% chance she will drive an aver-

age of 12,000 miles per year, a 30% chance she will

drive an average of 15,000 miles per year, and a 30%

chance that she will drive 18,000 miles per year. In

evaluating these lease options, Beverly would like to

keep her costs as low as possible.

(a) Develop a payoff (cost) table for this situation.

(b) What decision would Beverly make if she were
optimistic?

(c) What decision would Beverly make if she were
pessimistic?

(d) What decision would Beverly make if she wanted
to minimize her expected cost (monetary value)?

(e) Calculate the expected value of perfect informa-
tion for this problem.

Refer to the leasing decision facing Beverly Mills in
Problem 3-29. Develop the opportunity loss table for
this situation. Which option would be chosen based
on the minimax regret criterion? Which alternative
would result in the lowest expected opportunity
loss?

The game of roulette is popular in many casinos
around the world. In Las Vegas, a typical roulette
wheel has the numbers 1-36 in slots on the wheel.
Half of these slots are red, and the other half are
black. In the United States, the roulette wheel typi-
cally also has the numbers 0 (zero) and 00 (double
zero), and both of these are on the wheel in green
slots. Thus, there are 38 slots on the wheel. The
dealer spins the wheel and sends a small ball in the
opposite direction of the spinning wheel. As the
wheel slows, the ball falls into one of the slots, and
that is the winning number and color. One of the bets
available is simply red or black, for which the odds
are 1 to 1. If the player bets on either red or black,
and that happens to be the winning color, the player
wins the amount of her bet. For example, if the
player bets $5 on red and wins, she is paid $5 and
she still has her original bet. On the other hand, if
the winning color is black or green when the player
bets red, the player loses the entire bet.
(a) What is the probability that a player who bets
red will win the bet?
(b) If a player bets $10 on red every time the game
is played, what is the expected monetary value
(expected win)?
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(c) In Europe, there is usually no 00 on the wheel, just
the 0. With this type of game, what is the probabil-
ity that a player who bets red will win the bet? If a
player bets $10 on red every time in this game
(with no 00), what is the expected monetary value?
(d) Since the expected profit (win) in a roulette
game is negative, why would a rational person
play the game?
Refer to the Problem 3-31 for details about the game of
roulette. Another bet in a roulette game is called a
“straight up” bet, which means that the player is betting
that the winning number will be the number that she
chose. In a game with 0 and 00, there are a total of 38
possible outcomes (the numbers 1 to 36 plus 0 and 00),
and each of these has the same chance of occurring. The
payout on this type of bet is 35 to 1, which means the
player is paid 35 and gets to keep the original bet. If a
player bets $10 on the number 7 (or any single number),
what is the expected monetary value (expected win)?

The Technically Techno company has several patents
for a variety of different Flash memory devices that are
used in computers, cell phones, and a variety of other
things. A competitor has recently introduced a product
based on technology very similar to something
patented by Technically Techno last year. Conse-
quently, Technically Techno has sued the other com-
pany for copyright infringement. Based on the facts in
the case as well as the record of the lawyers involved,
Technically Techno believes there is a 40% chance that
it will be awarded $300,000 if the lawsuit goes to court.
There is a 30% chance that they would be awarded
only $50,000 if they go to court and win, and there is a
30% chance they would lose the case and be awarded
nothing. The estimated cost of legal fees if they go to
court is $50,000. However, the other company has of-
fered to pay Technically Techno $75,000 to settle the
dispute without going to court. The estimated legal cost
of this would only be $10,000. If Technically Techno
wished to maximize the expected gain, should they ac-
cept the settlement offer?

A group of medical professionals is considering the
construction of a private clinic. If the medical de-
mand is high (i.e., there is a favorable market for the
clinic), the physicians could realize a net profit of
$100,000. If the market is not favorable, they could
lose $40,000. Of course, they don’t have to proceed
at all, in which case there is no cost. In the absence
of any market data, the best the physicians can guess
is that there is a 50-50 chance the clinic will be suc-
cessful. Construct a decision tree to help analyze this
problem. What should the medical professionals do?

The physicians in Problem 3-34 have been ap-
proached by a market research firm that offers to
perform a study of the market at a fee of $5,000. The
market researchers claim their experience enables
them to use Bayes’ theorem to make the following
statements of probability:
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probability of a favorable market given
a favorable study = 0.82

probability of an unfavorable market given
afavorable study = 0.18

probability of a favorable market given
an unfavorable study = 0.11

probability of an unfavorable market given
an unfavorable study = 0.89

probability of a favorable research

study = 0.55
probability of an unfavorable research
study = 0.45

(a) Develop a new decision tree for the medical pro-
fessionals to reflect the options now open with
the market study.

(b) Use the EMV approach to recommend a strategy.

(c) What is the expected value of sample informa-
tion? How much might the physicians be willing
to pay for a market study?

(d) Calculate the efficiency of this sample information.
Jerry Smith is thinking about opening a bicycle shop
in his hometown. Jerry loves to take his own bike on
50-mile trips with his friends, but he believes that any
small business should be started only if there is a good
chance of making a profit. Jerry can open a small
shop, a large shop, or no shop at all. The profits will
depend on the size of the shop and whether the market
is favorable or unfavorable for his products. Because
there will be a 5-year lease on the building that Jerry is
thinking about using, he wants to make sure that he
makes the correct decision. Jerry is also thinking about
hiring his old marketing professor to conduct a mar-
keting research study. If the study is conducted, the
study could be favorable (i.e., predicting a favorable
market) or unfavorable (i.e., predicting an unfavorable
market). Develop a decision tree for Jerry.

Jerry Smith (see Problem 3-36) has done some analy-
sis about the profitability of the bicycle shop. If Jerry
builds the large bicycle shop, he will earn $60,000 if
the market is favorable, but he will lose $40,000 if the
market is unfavorable. The small shop will return a
$30,000 profit in a favorable market and a $10,000
loss in an unfavorable market. At the present time, he
believes that there is a 50-50 chance that the market
will be favorable. His old marketing professor will
charge him $5,000 for the marketing research. It is es-
timated that there is a 0.6 probability that the survey
will be favorable. Furthermore, there is a 0.9 proba-
bility that the market will be favorable given a favor-
able outcome from the study. However, the marketing
professor has warned Jerry that there is only a proba-
bility of 0.12 of a favorable market if the marketing
research results are not favorable. Jerry is confused.
(a) Should Jerry use the marketing research?
(b) Jerry, however, is unsure the 0.6 probability of a
favorable marketing research study is correct. How
sensitive is Jerry’s decision to this probability
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value? How far can this probability value deviate
from 0.6 without causing Jerry to change his
decision?

Bill Holliday is not sure what she should do. He can
either build a quadplex (i.e., a building with four
apartments), build a duplex, gather additional infor-
mation, or simply do nothing. If he gathers additional
information, the results could be either favorable or
unfavorable, but it would cost him $3,000 to gather
the information. Bill believes that there is a 50-50
chance that the information will be favorable. If the
rental market is favorable, Bill will earn $15,000
with the quadplex or $5,000 with the duplex. Bill
doesn’t have the financial resources to do both. With
an unfavorable rental market, however, Bill could
lose $20,000 with the quadplex or $10,000 with the
duplex. Without gathering additional information,
Bill estimates that the probability of a favorable
rental market is 0.7. A favorable report from the
study would increase the probability of a favorable
rental market to 0.9. Furthermore, an unfavorable re-
port from the additional information would decrease
the probability of a favorable rental market to 0.4. Of
course, Bill could forget all of these numbers and do
nothing. What is your advice to Bill?

Peter Martin is going to help his brother who wants

to open a food store. Peter initially believes that there

is a 50-50 chance that his brother’s food store would
be a success. Peter is considering doing a market re-

search study. Based on historical data, there is a 0.8

probability that the marketing research will be favor-

able given a successful food store. Moreover, there is

a 0.7 probability that the marketing research will be

unfavorable given an unsuccessful food store.

(a) If the marketing research is favorable, what is
Peter’s revised probability of a successful food
store for his brother?

(b) If the marketing research is unfavorable, what is
Peter’s revised probability of a successful food
store for his brother?

(c) If the initial probability of a successful food
store is 0.60 (instead of 0.50), find the probabili-
ties in parts a and b.

Mark Martinko has been a class A racquetball player
for the past five years, and one of his biggest goals is
to own and operate a racquetball facility. Unfortu-
nately, Mark’s thinks that the chance of a successful
racquetball facility is only 30%. Mark’s lawyer has
recommended that he employ one of the local market-
ing research groups to conduct a survey concerning
the success or failure of a racquetball facility. There is
a 0.8 probability that the research will be favorable
given a successful racquetball facility. In addition,
there is a 0.7 probability that the research will be
unfavorable given an unsuccessful facility. Compute
revised probabilities of a successful racquetball facil-
ity given a favorable and given an unfavorable survey.
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A financial advisor has recommended two possible
mutual funds for investment: Fund A and Fund B.
The return that will be achieved by each of these
depends on whether the economy is good, fair, or
poor. A payoff table has been constructed to illus-
trate this situation:

STATE OF NATURE
GOOD FAIR POOR
INVESTMENT ECONOMY ECONOMY ECONOMY
Fund A $10,000 $2,000 —$5,000
Fund B $6,000 $4,000 0
Probability 0.2 0.3 0.5

)e3.42

(a) Draw the decision tree to represent this situation.

(b) Perform the necessary calculations to determine
which of the two mutual funds is better. Which
one should you choose to maximize the expected
value?

(c) Suppose there is question about the return of
Fund A in a good economy. It could be higher or
lower than $10,000. What value for this would
cause a person to be indifferent between Fund A
and Fund B (i.e., the EMVs would be the same)?

Jim Sellers is thinking about producing a new type of
electric razor for men. If the market were favorable,
he would get a return of $100,000, but if the market
for this new type of razor were unfavorable, he would
lose $60,000. Since Ron Bush is a good friend of Jim
Sellers, Jim is considering the possibility of using
Bush Marketing Research to gather additional infor-
mation about the market for the razor. Ron has sug-
gested that Jim either use a survey or a pilot study to
test the market. The survey would be a sophisticated
questionnaire administered to a test market. It will
cost $5,000. Another alternative is to run a pilot study.
This would involve producing a limited number of the
new razors and trying to sell them in two cities that
are typical of American cities. The pilot study is more
accurate but is also more expensive. It will cost
$20,000. Ron Bush has suggested that it would be a
good idea for Jim to conduct either the survey or the
pilot before Jim makes the decision concerning
whether to produce the new razor. But Jim is not sure
if the value of the survey or the pilot is worth the cost.
Jim estimates that the probability of a successful
market without performing a survey or pilot study is
0.5. Furthermore, the probability of a favorable sur-
vey result given a favorable market for razors is 0.7,
and the probability of a favorable survey result given
an unsuccessful market for razors is 0.2. In addition,
the probability of an unfavorable pilot study given
an unfavorable market is 0.9, and the probability of
an unsuccessful pilot study result given a favorable
market for razors is 0.2.
(a) Draw the decision tree for this problem without
the probability values.
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(b) Compute the revised probabilities needed to
complete the decision, and place these values in
the decision tree.

(c) What is the best decision for Jim? Use EMV as
the decision criterion.

Jim Sellers has been able to estimate his utility for a
number of different values. He would like to use
these utility values in making the decision in Prob-
lem 3-42: U(—$80,000) = 0,U(—$65,000) = 0.5,
U(—$60,000) = 0.55,U(—$20,000) = 0.7,
U(—$5,000) = 0.8,U($0) = 0.81,U($80,000) =
0.9,U($95,000) = 0.95, and U($100,000) = 1.
Resolve Problem 3-42 using utility values. Is Jim a
risk avoider?

Two states of nature exist for a particular situation: a
good economy and a poor economy. An economic
study may be performed to obtain more information
about which of these will actually occur in the com-
ing year. The study may forecast either a good econ-
omy or a poor economy. Currently there is a 60%
chance that the economy will be good and a 40%
chance that it will be poor. In the past, whenever the
economy was good, the economic study predicted it
would be good 80% of the time. (The other 20% of
the time the prediction was wrong.) In the past, when-
ever the economy was poor, the economic study pre-
dicted it would be poor 90% of the time. (The other
10% of the time the prediction was wrong.)

(a) Use Bayes’ theorem and find the following:

P(good economy | prediction of good economy)
P(poor economy | prediction of good economy)
P(good economy | prediction of poor economy)

P(poor economy | prediction of poor economy )

(b) Suppose the initial (prior) probability of a good
economy is 70% (instead of 60%), and the prob-
ability of a poor economy is 30% (instead of
40%). Find the posterior probabilities in part a
based on these new values.

The Long Island Life Insurance Company sells a
term life insurance policy. If the policy holder dies
during the term of the policy, the company pays
$100,000. If the person does not die, the company
pays out nothing and there is no further value to the
policy. The company uses actuarial tables to deter-
mine the probability that a person with certain char-
acteristics will die during the coming year. For a
particular individual, it is determined that there is a
0.001 chance that the person will die in the next year
and a 0.999 chance that the person will live and the
company will pay out nothing. The cost of this pol-
icy is $200 per year. Based on the EMV criterion,
should the individual buy this insurance policy?
How would utility theory help explain why a person
would buy this insurance policy?

In Problem 3-35, you helped the medical profession-
als analyze their decision using expected monetary
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value as the decision criterion. This group has also
assessed their utility for money: U(—$45,000) = 0,
U(—$40,000) = 0.1,U(—$5,000) = 0.7, U($0) =
0.9, U($95,000) = 0.99, and U($100,000) = 1.
Use expected utility as the decision criterion, and de-
termine the best decision for the medical profession-
als. Are the medical professionals risk seekers or risk
avoiders?

In this chapter a decision tree was developed for
John Thompson (see Figure 3.5 for the complete de-
cision tree analysis). After completing the analysis,
John was not completely sure that he is indifferent
to risk. After going through a number of standard
gambles, John was able to assess his utility for
money. Here are some of the utility assessments:
U(—$190,000) = 0,U(—$180,000) = 0.05,
U(—$30,000) = 0.10, U(—$20,000) = 0.15,
U(—$10,000) = 0.2, U($0) = 0.3, U($90,000) =
0.5,U($100,000) = 0.6,U($190,000) = 0.95, and
U($200,000) = 1.0. If John maximizes his ex-
pected utility, does his decision change?
In the past few years, the traffic problems in Lynn
McKell’s hometown have gotten worse. Now, Broad
Street is congested about half the time. The normal
travel time to work for Lynn is only 15 minutes
when Broad Street is used and there is no conges-
tion. With congestion, however, it takes Lynn
40 minutes to get to work. If Lynn decides to take
the expressway, it will take 30 minutes regardless of
the traffic conditions. Lynn’s utility for travel time
is: U(15 minutes) = 0.9, U(30 minutes) = 0.7, and
U (40 minutes) = 0.2.
(a) Which route will minimize Lynn’s expected
travel time?
(b) Which route will maximize Lynn’s utility?
(c) When it comes to travel time, is Lynn a risk
seeker or a risk avoider?

Coren Chemical, Inc., develops industrial chemicals
that are used by other manufacturers to produce pho-
tographic chemicals, preservatives, and lubricants.
One of their products, K-1000, is used by several
photographic companies to make a chemical that is
used in the film-developing process. To produce
K-1000 efficiently, Coren Chemical uses the batch
approach, in which a certain number of gallons is
produced at one time. This reduces setup costs and
allows Coren Chemical to produce K-1000 at a com-
petitive price. Unfortunately, K-1000 has a very
short shelf life of about one month.

Coren Chemical produces K-1000 in batches
of 500 gallons, 1,000 gallons, 1,500 gallons, and
2,000 gallons. Using historical data, David Coren
was able to determine that the probability of selling
500 gallons of K-1000 is 0.2. The probabilities of
selling 1,000, 1,500, and 2,000 gallons are 0.3, 0.4,
and 0.1, respectively. The question facing David is
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how many gallons to produce of K-1000 in the next
batch run. K-1000 sells for $20 per gallon. Manufac-
turing cost is $12 per gallon, and handling costs and
warehousing costs are estimated to be $1 per gallon.
In the past, David has allocated advertising costs to
K-1000 at $3 per gallon. If K-1000 is not sold after
the batch run, the chemical loses much of its impor-
tant properties as a developer. It can, however, be
sold at a salvage value of $13 per gallon. Further-
more, David has guaranteed to his suppliers that
there will always be an adequate supply of K-1000.
If David does run out, he has agreed to purchase a
comparable chemical from a competitor at $25 per
gallon. David sells all of the chemical at $20 per gal-
lon, so his shortage means that David loses the $5 to
buy the more expensive chemical.
(a) Develop a decision tree of this problem.
(b) What is the best solution?
(c) Determine the expected value of perfect infor-
mation.

The Jamis Corporation is involved with waste man-
agement. During the past 10 years it has become
one of the largest waste disposal companies in the
Midwest, serving primarily Wisconsin, Illinois, and
Michigan. Bob Jamis, president of the company, is
considering the possibility of establishing a waste
treatment plant in Mississippi. From past experience,
Bob believes that a small plant in northern Mississippi
would yield a $500,000 profit regardless of the market
for the facility. The success of a medium-sized waste
treatment plant would depend on the market. With a
low demand for waste treatment, Bob expects a
$200,000 return. A medium demand would yield a
$700,000 return in Bob’s estimation, and a high de-
mand would return $800,000. Although a large facil-
ity is much riskier, the potential return is much greater.
With a high demand for waste treatment in Missis-
sippi, the large facility should return a million dollars.
With a medium demand, the large facility will return
only $400,000. Bob estimates that the large facility
would be a big loser if there were a low demand for
waste treatment. He estimates that he would lose ap-
proximately $200,000 with a large treatment facility if
demand were indeed low. Looking at the economic
conditions for the upper part of the state of Mississippi
and using his experience in the field, Bob estimates
that the probability of a low demand for treatment
plants is 0.15. The probability for a medium-demand
facility is approximately 0.40, and the probability of a
high demand for a waste treatment facility is 0.45.
Because of the large potential investment and
the possibility of a loss, Bob has decided to hire
a market research team that is based in Jackson,
Mississippi. This team will perform a survey to get a
better feeling for the probability of a low, medium,
or high demand for a waste treatment facility.
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The cost of the survey is $50,000. To help Bob de-
termine whether to go ahead with the survey, the
marketing research firm has provided Bob with the
following information:

P(survey results | possible outcomes)

SURVEY RESULTS
LOW MEDIUM  HIGH
POSSIBLE SURVEY SURVEY SURVEY
OUTCOME RESULTS RESULTS RESULTS
Low demand 0.7 0.2 0.1
Medium demand 0.4 0.5 0.1
High demand 0.1 0.3 0.6

As you see, the survey could result in three pos-
sible outcomes. Low survey results mean that a low
demand is likely. In a similar fashion, medium survey
results or high survey results would mean a medium
or a high demand, respectively. What should Bob do?

()¢ 3-51 Mary is considering opening a new grocery store

in town. She is evaluating three sites: downtown,
the mall, and out at the busy traffic circle. Mary cal-
culated the value of successful stores at these loca-
tions as follows: downtown, $250,000; the mall,
$300,000; the circle, $400,000. Mary calculated the
losses if unsuccessful to be $100,000 at either down-
town or the mall and $200,000 at the circle. Mary
figures her chance of success to be 50% downtown,

60% at the mall, and 75% at the traffic circle.

(a) Draw a decision tree for Mary and select her best
alternative.

(b) Mary has been approached by a marketing re-
search firm that offers to study the area to deter-
mine if another grocery store is needed. The cost
of this study is $30,000. Mary believes there is a
60% chance that the survey results will be positive
(show a need for another grocery store). SRP =
survey results positive, SRN = survey results neg-
ative, SD = success downtown, SM = success at
mall, SC = success at circle, SD’ = don’t succeed
downtown, and so on. For studies of this nature:
P(SRP|success) = 0.7; P(SRN|success) = 0.3;
P(SRP | not success) = 0.2; and P(SRN |not
success) = 0.8. Calculate the revised probabili-
ties for success (and not success) for each loca-
tion, depending on survey results.

(c) How much is the marketing research worth to
Mary? Calculate the EVSI.

()¢ 3-52 Sue Reynolds has to decide if she should get infor-

mation (at a cost of $20,000) to invest in a retail
store. If she gets the information, there is a 0.6 prob-
ability that the information will be favorable and a
0.4 probability that the information will not be
favorable. If the information is favorable, there is a
0.9 probability that the store will be a success. If the
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information is not favorable, the probability of a suc-

cessful store is only 0.2. Without any information,

Sue estimates that the probability of a successful

store will be 0.6. A successful store will give a re-

turn of $100,000. If the store is built but is not suc-
cessful, Sue will see a loss of $80,000. Of course,
she could always decide not to build the retail store.

(a) What do you recommend?

(b) What impact would a 0.7 probability of obtain-
ing favorable information have on Sue’s deci-
sion? The probability of obtaining unfavorable
information would be 0.3.

(c) Sue believes that the probabilities of a successful
and an unsuccessful retail store given favorable
information might be 0.8 and 0.2, respectively,
instead of 0.9 and 0.1, respectively. What impact,
if any, would this have on Sue’s decision and the
best EMV?

(d) Sue had to pay $20,000 to get information. Would
her decision change if the cost of the information
increased to $30,000?

(e) Using the data in this problem and the following
utility table, compute the expected utility. Is this
the curve of a risk seeker or a risk avoider?

'l..‘.).
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Internet Homework Problems

MONETARY
VALUE UTILITY
$100,000 1
$80,000 0.4
$0 0.2
-$20,000 0.1
-$80,000 0.05
-$100,000 0

(f) Compute the expected utility given the following
utility table. Does this utility table represent a
risk seeker or a risk avoider?

MONETARY
VALUE UTILITY
$100,000 1
$80,000 0.9
$0 0.8
-$20,000 0.6
-$80,000 0.4
-$100,000 0

See our Internet home page, at www.pearsonglobaleditions.com/render, for additional home-

work problems, Problems 3-53 to 3—66.

Case Study

Starting Right Corporation

After watching a movie about a young woman who quit a
successful corporate career to start her own baby food com-
pany, Julia Day decided that she wanted to do the same. In
the movie, the baby food company was very successful. Julia
knew, however, that it is much easier to make a movie about
a successful woman starting her own company than to actu-
ally do it. The product had to be of the highest quality, and
Julia had to get the best people involved to launch the new
company. Julia resigned from her job and launched her new
company—S>Starting Right.

Julia decided to target the upper end of the baby food mar-
ket by producing baby food that contained no preservatives but
had a great taste. Although the price would be slightly higher
than for existing baby food, Julia believed that parents would be
willing to pay more for a high-quality baby food. Instead of put-
ting baby food in jars, which would require preservatives to sta-
bilize the food, Julia decided to try a new approach. The baby

food would be frozen. This would allow for natural ingredients,
no preservatives, and outstanding nutrition.

Getting good people to work for the new company was
also important. Julia decided to find people with experience
in finance, marketing, and production to get involved with
Starting Right. With her enthusiasm and charisma, Julia was
able to find such a group. Their first step was to develop
prototypes of the new frozen baby food and to perform a
small pilot test of the new product. The pilot test received
rave reviews.

The final key to getting the young company off to a good
start was to raise funds. Three options were considered: corpo-
rate bonds, preferred stock, and common stock. Julia decided
that each investment should be in blocks of $30,000. Further-
more, each investor should have an annual income of at least
$40,000 and a net worth of $100,000 to be eligible to invest in
Starting Right. Corporate bonds would return 13% per year for
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the next five years. Julia furthermore guaranteed that investors
in the corporate bonds would get at least $20,000 back at the
end of five years. Investors in preferred stock should see their
initial investment increase by a factor of 4 with a good market
or see the investment worth only half of the initial investment
with an unfavorable market. The common stock had the great-
est potential. The initial investment was expected to increase by
a factor of 8 with a good market, but investors would lose every-
thing if the market was unfavorable. During the next five years,
it was expected that inflation would increase by a factor of 4.5%
each year.

Discussion Questions

1. Sue Pansky, a retired elementary school teacher, is con-
sidering investing in Starting Right. She is very conserva-
tive and is a risk avoider. What do you recommend?

Case Study
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2. Ray Cahn, who is currently a commodities broker, is also
considering an investment, although he believes that there is
only an 11% chance of success. What do you recommend?

3. Lila Battle has decided to invest in Starting Right. While
she believes that Julia has a good chance of being suc-
cessful, Lila is a risk avoider and very conservative. What
is your advice to Lila?

4. George Yates believes that there is an equally likely
chance for success. What is your recommendation?

5. Peter Metarko is extremely optimistic about the market
for the new baby food. What is your advice for Pete?

6. Julia Day has been told that developing the legal docu-
ments for each fundraising alternative is expensive. Julia
would like to offer alternatives for both risk-averse and
risk-seeking investors. Can Julia delete one of the finan-
cial alternatives and still offer investment choices for risk
seekers and risk avoiders?

Blake Electronics

In 1979, Steve Blake founded Blake Electronics in Long
Beach, California, to manufacture resistors, capacitors, induc-
tors, and other electronic components. During the Vietnam
War, Steve was a radio operator, and it was during this time that
he became proficient at repairing radios and other communica-
tions equipment. Steve viewed his four-year experience with
the army with mixed feelings. He hated army life, but this ex-
perience gave him the confidence and the initiative to start his
own electronics firm.

Over the years, Steve kept the business relatively unchanged.
By 1992, total annual sales were in excess of $2 million. In 1996,
Steve’s son, Jim, joined the company after finishing high school
and two years of courses in electronics at Long Beach Commu-
nity College. Jim was always aggressive in high school athletics,
and he became even more aggressive as general sales manager of
Blake Electronics. This aggressiveness bothered Steve, who was
more conservative. Jim would make deals to supply companies
with electronic components before he bothered to find out if
Blake Electronics had the ability or capacity to produce the com-
ponents. On several occasions this behavior caused the company
some embarrassing moments when Blake Electronics was unable
to produce the electronic components for companies with which
Jim had made deals.

In 2000, Jim started to go after government contracts for
electronic components. By 2002, total annual sales had in-
creased to more than $10 million, and the number of employees
exceeded 200. Many of these employees were electronic spe-
cialists and graduates of electrical engineering programs from
top colleges and universities. But Jim’s tendency to stretch
Blake Electronics to contracts continued as well, and by 2007,
Blake Electronics had a reputation with government agencies as
a company that could not deliver what it promised. Almost
overnight, government contracts stopped, and Blake Electronics
was left with an idle workforce and unused manufacturing

equipment. This high overhead started to melt away profits, and
in 2009, Blake Electronics was faced with the possibility of sus-
taining a loss for the first time in its history.

In 2010, Steve decided to look at the possibility of manu-
facturing electronic components for home use. Although this
was a totally new market for Blake Electronics, Steve was con-
vinced that this was the only way to keep Blake Electronics
from dipping into the red. The research team at Blake Electron-
ics was given the task of developing new electronic devices for
home use. The first idea from the research team was the Master
Control Center. The basic components for this system are
shown in Figure 3.15.

FIGURE 3.15
Master Control Center
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The heart of the system is the master control box. This unit,
which would have a retail price of $250, has two rows of five
buttons. Each button controls one light or appliance and can be
set as either a switch or a rheostat. When set as a switch, a light
finger touch on the button either turns a light or appliance on or
off. When set as a rheostat, a finger touching the button controls
the intensity of the light. Leaving your finger on the button
makes the light go through a complete cycle ranging from off to
bright and back to off again.

To allow for maximum flexibility, each master control box
is powered by two D-sized batteries that can last up to a year,
depending on usage. In addition, the research team has devel-
oped three versions of the master control box—versions A, B,
and C. If a family wants to control more than 10 lights or appli-
ances, another master control box can be purchased.

The lightbulb disk, which would have a retail price of
$2.50, is controlled by the master control box and is used to
control the intensity of any light. A different disk is available
for each button position for all three master control boxes. By
inserting the lightbulb disk between the lightbulb and the
socket, the appropriate button on the master control box can
completely control the intensity of the light. If a standard light
switch is used, it must be on at all times for the master control
box to work.

One disadvantage of using a standard light switch is that
only the master control box can be used to control the particular
light. To avoid this problem, the research team developed a spe-
cial light switch adapter that would sell for $15. When this de-
vice is installed, either the master control box or the light switch
adapter can be used to control the light.

When used to control appliances other than lights, the mas-
ter control box must be used in conjunction with one or more
outlet adapters. The adapters are plugged into a standard wall out-
let, and the appliance is then plugged into the adapter. Each outlet
adapter has a switch on top that allows the appliance to be con-
trolled from the master control box or the outlet adapter. The
price of each outlet adapter would be $25.

The research team estimated that it would cost $500,000
to develop the equipment and procedures needed to manufac-
ture the master control box and accessories. If successful, this
venture could increase sales by approximately $2 million. But
will the master control boxes be a successful venture? With a
60% chance of success estimated by the research team, Steve
had serious doubts about trying to market the master control
boxes even though he liked the basic idea. Because of his reser-
vations, Steve decided to send requests for proposals (RFPs)

P Internet Case Studies

TABLE 3.15 Success Figures for MAI
Successful
venture 35 20 55
Unsuccessful
venture 15 30 45

for additional marketing research to 30 marketing research
companies in southern California.

The first RFP to come back was from a small company
called Marketing Associates, Inc. (MAI), which would charge
$100,000 for the survey. According to its proposal, MAI has
been in business for about three years and has conducted about
100 marketing research projects. MAI’s major strengths ap-
peared to be individual attention to each account, experienced
staff, and fast work. Steve was particularly interested in one part
of the proposal, which revealed MAI’s success record with pre-
vious accounts. This is shown in Table 3.15.

The only other proposal to be returned was by a branch
office of Iverstine and Walker, one of the largest marketing
research firms in the country. The cost for a complete survey
would be $300,000. While the proposal did not contain the
same success record as MAI, the proposal from Iverstine and
Walker did contain some interesting information. The chance of
getting a favorable survey result, given a successful venture,
was 90%. On the other hand, the chance of getting an unfavor-
able survey result, given an unsuccessful venture, was 80%.
Thus, it appeared to Steve that Iverstine and Walker would be
able to predict the success or failure of the master control boxes
with a great amount of certainty.

Steve pondered the situation. Unfortunately, both market-
ing research teams gave different types of information in their
proposals. Steve concluded that there would be no way that the
two proposals could be compared unless he got additional infor-
mation from Iverstine and Walker. Furthermore, Steve wasn’t
sure what he would do with the information, and if it would be
worth the expense of hiring one of the marketing research firms.

Discussion Questions

1. Does Steve need additional information from Iverstine
and Walker?
2. What would you recommend?

E

See our Internet home page, at www.pearsonglobaleditions.com/render, for these additional

case studies:

(1) Drink-At-Home, Inc.: This case involves the development and marketing of a new beverage.

(2) Ruth Jones’ Heart Bypass Operation: This case deals with a medical decision regarding surgery.

(3) Ski Right: This case involves the development and marketing of a new ski helmet.

(4) Study Time: This case is about a student who must budget time while studying for a final exam.
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Appendix 3.1: Decision Models with QM for Windows

QM for Windows can be used to solve decision theory problems discussed in this chapter. In this
appendix we show you how to solve straightforward decision theory problems that involve tables.

In this chapter we solved the Thompson Lumber problem. The alternatives include con-
structing a large plant, a small plant, or doing nothing. The probabilities of an unfavorable and a
favorable market, along with financial information, were presented in Table 3.9.

To demonstrate QM for Windows, let’s use these data to solve the Thompson Lumber prob-
lem. Program 3.3 shows the results. Note that the best alternative is to construct the medium-
sized plant, with an EMV of $40,000.

This chapter also covered decision making under uncertainty, where probability values were
not available or appropriate. Solution techniques for these types of problems were presented in
Section 3.4. Program 3.3 shows these results, including the maximax, maximin, and Hurwicz
solutions.

Chapter 3 also covers expected opportunity loss. To demonstrate the use of QM for Win-
dows, we can determine the EOL for the Thompson Lumber problem. The results are presented
in Program 3.4. Note that this program also computes EVPL
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PROGRAM 3.3

Computing EMV for
Thompson Lumber
Company Problem Using
QM for Windows

PROGRAM 3.4
Opportunity Loss and
EVPI for the Thompson
Lumber Company
Problem Using QM for
Windows

|| Fle Edi View Modue Fomat Tools Window Help

- Obgeciive
& Profits (maximize)
€ Costs [rinimize)

r Huwicz Alpha

Select Window and Perfect Information or

Opportunity Loss to see additional output. /#openedby
T e e b

Input the value of « to see the \ _|oj x|
{untitied) Sohtion results from Hurwicz criterion.
Favorabie | Jntavorakie EMY | RowMin| RowMax| Hurwicz
Market Market
Probabities 05 05
Large Plant 200000.] -180000.] 10000.| -180000.] 200000. 124,000,
Small Plant 100000.| -20000.] 40p00. -20000.] 100000 78,000
Do Nothing 0. 0. 0. 0. o 0.
maximum | 40,000. 0.| 200000.] 124000
Best EV meaximin i | Best
The mai pected value is 40,000 given by Small Plant
The maximin iz 0 given by Do Nothing
(The maximax is 200,000 given by Large Plant
GM for Windows - [Regret or Opportunity Loss] -|§I_2<J
|8 Fie Edt View Module Fomat Took Window Help =& x|
- Objective- — —~ Huswicz Alpha — —- Instruction— — —
& Profits [maximize] - There are mote resulls avalable in additional windows. These may be opened by
" Costs [minimize] V ﬂ.l ﬂ “ using the WINDOW option in the Main Mernu
Thompson Lumber Company Solution
F Lr i F
Market Regret Market Regret Regret Regret
Probabiities 05 0.5_ | |
Large Plant 0. 180,000.| 180000 90,000 |
Small Plant 100,000, 20000,  100,000.] 60,000,
Do Nothing 200,000, 0. 200000.| 100,000.|
regret | 100000.]

Appendix 3.2: Decision Trees with QM for Windows

PROGRAM 3.5

QM for Windows for
Sequential Decisions

To illustrate the use of QM for Windows for decision trees, let’s use the data from Thompson
Lumber example. Program 3.5 shows the output results, including the original data, intermedi-
ate results, and the best decision, which has an EMV of $106,400. Note that the nodes must
be numbered, and probabilities are included for each state of nature branch while payoffs are
included in the appropriate places. Program 3.5 provides only a small portion of this tree since

the entire tree has 25 branches.

fl'his is the expected value given

1 afavorable survey. The entire tree

The ending point for each branch
must be identified by a node.

- Dbjective | i = -
@ Profits (masimize) UWW“‘"“VMW“W‘“NDMOUM require 25 branches.
© Costs [minimize)
Lumber Soluion
Start | End Node Branch Proft | BranchUse | Endnode = Type | Node Value
Node Probabity
Start 0. 1, 0. 0. 1. Decision 108,400,
Large 7 2. 0. 0 Always 2 Chance 108,400.
Small 1. 3. 0. 0. 3. Chance 63,600
Do Nething 1: 8, 0. 0. 8, Final 0.
Favorable Market given Favorable Survey 2. 4, 078 180,000, 4, Final 180,000,
Unfavorable Market given Survey 2, 5, 022| -180,000. s. Final -190,000.
[ Market given Favorable Survey 3 6. 078 90,000, 6. Final 90,000,
L Market gi Survey 3. 7. —022| -30000. 7. Final -30,000.
ese probabilities are the revise
"~/ These probabilit th d
probabilities given a favorable survey.
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Regression Models

LEARNING OBJECTIVES

After completing this chapter, students will be able to:

1.

Identify variables and use them in a regression
model.

Develop simple linear regression equations from
sample data and interpret the slope and intercept.

Compute the coefficient of determination and the

coefficient of correlation and interpret their meanings.

Interpret the F test in a linear regression model.

List the assumptions used in regression and use
residual plots to identify problems.
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4.1 Introduction

CHAPTER 4 o REGRESSION MODELS

Two purposes of regression
analysis are to understand the
relationship between variables
and to predict the value of one
based on the other.

4.2 Scatter Diagrams

Regression analysis is a very valuable tool for today’s manager. Regression has been used to
model such things as the relationship between level of education and income, the price of a
house and the square footage, and the sales volume for a company relative to the dollars spent
on advertising. When businesses are trying to decide which location is best for a new store or
branch office, regression models are often used. Cost estimation models are often regression
models. The applicability of regression analysis is virtually limitless.

There are generally two purposes for regression analysis. The first is to understand
the relationship between variables such as advertising expenditures and sales. The second
purpose is to predict the value of one variable based on the value of the other. Because of
this, regression is a very important forecasting technique and will be mentioned again in
Chapter 5.

In this chapter, the simple linear regression model will first be developed, and then a
more complex multiple regression model will be used to incorporate even more variables into
our model. In any regression model, the variable to be predicted is called the dependent
variable or response variable. The value of this is said to be dependent upon the value of
an independent variable, which is sometimes called an explanatory variable or a predictor
variable.

A scatter diagram is a graph of
the data.

TABLE 4.1

Triple A Construction
Company Sales and
Local Payroll

To investigate the relationship between variables, it is helpful to look at a graph of the data. Such
a graph is often called a scatter diagram or a scatter plot. Normally the independent variable
is plotted on the horizontal axis and the dependent variable is plotted on the vertical axis. The
following example will illustrate this.

Triple A Construction Company renovates old homes in Albany. Over time, the company
has found that its dollar volume of renovation work is dependent on the Albany area payroll.
The figures for Triple A’s revenues and the amount of money earned by wage earners in Albany
for the past six years are presented in Table 4.1. Economists have predicted the local area pay-
roll to be $600 million next year, and Triple A wants to plan accordingly.

Figure 4.1 provides a scatter diagram for the Triple A Construction data given in Table 4.1.
This graph indicates that higher values for the local payroll seem to result in higher sales for the
company. There is not a perfect relationship because not all the points lie in a straight line, but
there is a relationship. A line has been drawn through the data to help show the relationship that
exists between the payroll and sales. The points do not all lie on the line, so there would be some
error involved if we tried to predict sales based on payroll using this or any other line. Many
lines could be drawn through these points, but which one best represents the true relationship?
Regression analysis provides the answer to this question.

© A L O ® O
I N =) W OV

W W
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FIGURE 4.1

Scatter Diagram of Triple
A Construction Company
Data
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Sales ($100,000)

0 | | | | | | | |
0 1 2 3 4 5 6 7 8

Payroll ($100 million)

4.3 Simple Linear Regression

The dependent variable is Y and
the independent variable is X.

Estimates of the slope and
intercept are found from sample
data.

The regression line minimizes the
sum of the squared errors.

In any regression model, there is an implicit assumption (which can be tested) that a relationship
exists between the variables. There is also some random error that cannot be predicted. The un-
derlying simple linear regression model is

Y = BO + B]X + € (4-1)
where

Y = dependent variable (response variable)

X = independent variable (predictor variable or explanatory variable)
By = intercept (value of ¥ when X = 0)
1 = slope of regression line

€ = random error

The true values for the intercept and slope are not known, and therefore they are estimated
using sample data. The regression equation based on sample data is given as

Y = by + b X (4-2)
where

Y = predicted value of Y
by = estimate of 3, based on sample results

&
I

estimate of 31, based on sample results

In the Triple A Construction example, we are trying to predict the sales, so the dependent
variable (¥) would be sales. The variable we use to help predict sales is the Albany area payroll,
so this is the independent variable (X). Although any number of lines can be drawn through these
points to show a relationship between X and Y in Figure 4.1, the line that will be chosen is the
one that in some way minimizes the errors. Error is defined as

Error = (Actual value) — (Predicted value)
e=Y -V 4-3)

Since errors may be positive or negative, the average error could be zero even though there are
extremely large errors—both positive and negative. To eliminate the difficulty of negative errors
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TABLE 4.2

Regression Calculations
for Triple A Construction

6 3 GB-42=1 G-4H6-7)=1
8 4 (4-4y2=0 4-4@8-7)=0
9 6 (6-47=4 6-4)©0-7) =4
5 4 (4-4y2=0 @G-45-7)=0
45 2 (2-47=4 2-445-7)=5
9.5 5 (5-4y=1 (5-4)9.5-7)=2.5
Sy=42 SX =24 S(X - X)2=10 S(X - X)(Y —Y) =125
Y =42/6=1 Y =24/6 =4

canceling positive errors, the errors can be squared. The best regression line will be defined as
the one with the minimum sum of the squared errors. For this reason, regression analysis is
sometimes called least-squares regression.

Statisticians have developed formulas that we can use to find the equation of a straight line
that would minimize the sum of the squared errors. The simple linear regression equation is

IA/=b0+le

The following formulas can be used to compute the intercept and the slope:

- 32X
X = -, — average (mean) of X values
— Y
Y = — = average (mean) of ¥ values
n
S(X - X)(Y —Y)
bl = <\ 2 (4'4)
(X - X)
bo = Y - b]y (4-5)

The preliminary calculations are shown in Table 4.2. There are other “shortcut” formulas that are
helpful when doing the computations on a calculator, and these are presented in Appendix 4.1.
They will not be shown here, as computer software will be used for most of the other examples in
this chapter.

Computing the slope and intercept of the regression equation for the Triple A Construction
Company example, we have

— >X 24
X=7=7=4
6 6
— >X 42
Y="2="=7
6 6
S(X - X) (Y —-Y 12.5
by = )(fz ) 125 s
(X - X) 10

bo=Y — b X=7-(125)(4) =2
The estimated regression equation therefore is
¥ =2+125%
or
sales = 2 + 1.25(payroll)
If the payroll next year is $600 million (X = 6), then the predicted value would be
Y =2+1256) =95
or $950,000.
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One of the purposes of regression is to understand the relationship among variables. This
model tells us that for each $100 million (represented by X) increase in the payroll, we would ex-
pect the sales to increase by $125,000 since b; = 1.25 ($100,000s). This model helps Triple A

Construction see how the local economy and company sales are related.

4.4 Measuring the Fit of the Regression Model

Deviations (errors) may be
positive or negative.

The SST measures the total
variability in Y about the mean.

The SSE measures the variability
in Y about the regression line.

A regression equation can be developed for any variables X and Y, even random numbers. We
certainly would not have any confidence in the ability of one random number to predict the value
of another random number. How do we know that the model is actually helpful in predicting Y
based on X? Should we have confidence in this model? Does the model provide better predic-
tions (smaller errors) than simply using the average of the Y values?

In the Triple A Construction example, sales figures (Y) varied from a low of 4.5 to a high of
9.5, and the mean was 7. If each sales value is compared with the mean, we see how far they
deviate from the mean and we could compute a measure of the total variability in sales. Because
Y is sometimes higher and sometimes lower than the mean, there may be both positive and nega-
tive deviations. Simply summing these values would be misleading because the negatives would
cancel out the positives, making it appear that the numbers are closer to the mean than they
actually are. To prevent this problem, we will use the sum of the squares total (SST) to meas-
ure the total variability in Y-

SST = 3(¥ - Y)° (4-6)

If we did not use X to predict ¥, we would simply use the mean of Y as the prediction, and
the SST would measure the accuracy of our predictions. However, a regression line may be used
to predict the value of Y, and while there are still errors involved, the sum of these squared errors
will be less than the total sum of squares just computed. The sum of the squares error (SSE) is

SSE = 3¢ = (Y — ¥)? 4-7)

 Table 4.3 provides the calculations for the Triple A Construction Example. The mean
(Y = 7) is compared to each value and we get

SST = 22.5

The prediction (¥) for each observation is computed and compared to the actual value. This
results in

SSE = 6.875

The SSE is much lower than the SST. Using the regression line has reduced the variability
in the sum of squares by 22.5 — 6.875 = 15.625. This is called the sum of squares due to

TABLE 4.3 Sum of Squares for Triple A Construction

X

6 3 6-72=1 2+ 1.253) =575 0.0625 1.563

8 4 B-72=1 2+ 1.25(4) = 7.00 1 0

9 6 ©-72=4 2 + 1.25(6) = 9.50 0.25 6.25

5 4 (5-772=4 2+ 1.25(4) = 7.00 4 0

45 2 (45-7?%=625 2+ 1.25(2) = 4.50 0 6.25

9.5 5 (9.5-7)* = 6.25 2+ 1.25(5) = 8.25 1.5625 1.563

Sy -Y)? =225 S(Y - ¥)? = 6875 S(¥ - Y)? = 15625

Y =7 SST =225 SSE = 6.875 SSR = 15.625
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FIGURE 4.2

Deviations from the
Regression Line and
from the Mean

12 is the proportion of variability
in Y that is explained by the
regression equation.

If every point lies on the
regression line, r2 = 1and
SSE = 0.

Y 12—

10—

Sales ($100,000)
°

0 | | | | | | |
0 1 2 3 4 5 6 7

Payroll ($100 million)

> ol—

regression (SSR) and indicates how much of the total variability in Y is explained by the regres-
sion model. Mathematically, this can be calculated as

SSR = 3(¥ - Y)? (4-8)
Table 4.3 indicates
SSR = 15.625
There is a very important relationship between the sums of squares that we have computed:
(Sum of squares total) = (Sum of squares due to regression) + (Sum of squares error)
SST = SSR + SSE 4-9)

Figure 4.2 displays the data for Triple A Construction. The regression line is shown, as is a
line representing the mean of the Y values. The errors used in computing the sums of squares are
shown on this graph. Notice how the sample points are closer to the regression line than they are
to the mean.

Coefficient of Determination

The SSR is sometimes called the explained variability in ¥ while the SSE is the unexplained
variability in Y. The proportion of the variability in Y that is explained by the regression equa-
tion is called the coefficient of determination and is denoted by 2. Thus,

» _SSR_ SSE

2= - (4-10)
SST SST

Thus, 72 can be found using either the SSR or the SSE. For Triple A Construction, we have

15.625
r? = = 0.6944
225

This means that about 69% of the variability in sales (Y) is explained by the regression equation
based on payroll (X).

If every point in the sample were on the regression line (meaning all errors are 0), then
100% of the variability in ¥ could be explained by the regression equation, so r> = 1 and
SSE = 0. The lowest possible value of 72 is 0, indicating that X explains 0% of the variability in Y.
Thus, 7> can range from a low of 0 to a high of 1. In developing regression equations, a good
model will have an r? value close to 1.
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FIGURE 4.3

Four Values of the YA
Correlation Coefficient

(a) Perfect Positive X

Correlation:
r=+1
Y
%
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* w ¥
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(¢) No Correlation: X
r=0

Correlation Coefficient
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(b) Positive Correlation: X
o<r<t

(d) Perfect Negative X
Correlation:
r=-—1

The correlation coefficient
ranges from —1 to +1.

Another measure related to the coefficient of determination is the coefficient of correlation.
This measure also expresses the degree or strength of the linear relationship. It is usually
expressed as r and can be any number between and including +1 and —1. Figure 4.3 illustrates
possible scatter diagrams for different values of r. The value of r is the square root of r2 It s
negative if the slope is negative, and it is positive if the slope is positive. Thus,

r= i\/}j
For the Triple A Construction example with r> = 0.6944,
r = V0.6944 = 0.8333

We know it is positive because the slope is +1.25.

4-11)

Multiple Regression Modeling at Canada’s ~

IN ACTION

TransAlta Utilities

TransAIta Utilities (TAU) is a $1.6 billion energy company oper-
ating in Canada, New Zealand, Australia, Argentina, and the
United States. Headquartered in Alberta, Canada, TAU is that
country’s largest publicly owned utility. It serves 340,000 cus-
tomers in Alberta through 57 customer-service facilities, each of
which was staffed by 5 to 20 customer service linemen. The 270
linemen’s jobs are to handle new connections and repairs and to
patrol power lines and check substations. This existing system
was not the result of some optimal central planning but was put
in place incrementally as the company grew.

With help from the University of Alberta, TAU wanted to develop
a causal model to decide how many linemen would be best assigned
to each facility. The research team decided to build a multiple regres-
sion model with only three independent variables. The hardest part
of the task was to select variables that were easy to quantify based

on available data. In the end, the explanatory variables were number
of urban customers, number of rural customers, and geographic size
of a service area. The implicit assumptions in this model are that the
time spent on customers is proportional to the number of customers;
and the time spent on facilities (line patrol and substation checks) and
travel are proportional to the size of the service region. By definition,
the unexplained time in the model accounts for time that is not
explained by the three variables (such as meetings, breaks, or unpro-
ductive time).

Not only did the results of the model please TAU managers,
but the project (which included optimizing the number of facili-
ties and their locations) saved $4 million per year.

Source: Based on E. Erkut, T. Myroon, and K. Strangway. “TransAlta Re-
designs Its Service-Delivery Network,” Interfaces (March—April 2000): 54-69.
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4.5 Using Computer Software for Regression

Errors are also called residuals.

PROGRAM 4.1A

Accessing the Regression
Option in Excel 2010

Software such as QM for Windows (Appendix 4.2), Excel, and Excel QM (Appendix 4.3) is
often used for regression calculations. We will rely on Excel for most of the calculations in the
rest of this chapter. When using Excel to develop a regression model, the input and output for
Excel 2007 and Excel 2010 are the same.

The Triple A Construction example will be used to illustrate how to develop a regression
model in Excel 2010. Go to the Data tab and select Data Analysis, as shown in Program 4.1A.
If Data Analysis does not appear, then the Excel add-in Data Analysis from the Analysis Tool-
Pak must be enabled or activated. Appendix F at the end of this book provides instructions on
how to enable this and other add-ins for Excel 2010 and Excel 2007. Once an add-in is activated,
it will remain on the Data tab for future use.

When the Data Analysis window opens, scroll down to and highlight Regression and
click OK, as illustrated in Program 4.1A. The Regression window will open, as shown in
Program 4.1B, and you can input the X and Y ranges. Check the Labels box because the cells
with the variable name were included in the first row of the X and Y ranges. To have the out-
put presented on this page rather than on a new worksheet, select Qutput Range and give a
cell address for the start of the output. Click the OK button, and the output appears in the out-
put range specified.

Program 4.1C shows the intercept (2), slope (1.25), and other information that was previ-
ously calculated for the Triple A Construction example.

The sums of squares are shown in the column headed by SS. Another name for error is
residual. In Excel, the sum of squares error is shown as the sum of squares residual. The values
in this output are the same values shown in Table 4.3:

Sum of squares regression = SSR = 15.625
Sum of squares error (residual) = SSE = 6.8750
Sum of squares total = SST = 22.5

The coefficient of determination (r2) is shown to be 0.6944. The coefficient of correlation (r) is
called Multiple R in the Excel output, and this is 0.8333.

i 4 )= - | Bookl - Microsoft Excel o
(x| i Select Data Analysis.
m Home Insert Fage Layout Formiias Data Heview Vieiw
3 _-_ﬂC&r-r:enlons ol ,,"71 w 5 = = 2 Data Validation - % Group - _': Data Analysis
E v |Zlx 1 g ..
= zla | % ~= Fis Consulidate + Ungroup = ==
Get External Z 1 Sort Filter Todto  Remove ) r?
Data~ - t A ¥ advanced \ Columne Duplicates 152 Wnat-If Analysis * | subtotal
anmeclions Surl & Fille: iy
oG -~ e Go to the Data tab.
A A c D | | vata anaiysis EPR)
1 Triple A Construction Company Riiohysis Tools: —
2 Covariance — k1 Click ok
Descriptive Statistics Cancel | .
3 Sales(Y) Payroll (X) BN ST J
4 6 3 F-Test Two-Sample for vanances
5 Fourier Analysis - e, ]
Histogram

2 A
When the Data Analysis window Moving Average
c Random Number Generation
| 7\_opens. scroll down to Regression. Rank and Parcantis

8 45 2 e

Il a 95 5
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PROGRAM 4.1B

Data Input for
Regression in Excel

PROGRAM 4.1C

Excel Output for the
Triple A Construction
Example
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“ /" Check the Labels box if the first row in the et o Gpecify the X and Yrange9
51\ Xand Yranges includes the variable names. /*

. z ¥ [ Data Analysis
=3 - . =1 — g
Gel External i Regression |2
Data - 8 ot | =
= o[y
Input ¥ Range: $AST:5A59 () v
119 - — Cancel |
7 E $0$3:$059 5] 2
1 Triple A Construction Company ] Constantis goro_ —
5 fdenceleves 55 % /" Click OK to have Excel develop
s+ sales(Y) Payroll (X) Output options the regression model.
4 6 3 & Oulpul Range: D51 E3]
5 8 4 New Winksheel Ply:
New Workbook
| 6 9 6 Residuals
| + 5 a4 | Residusls " Residual Plots
: = 5 [ Standardized Residuals [ Line FitPlots
9| 95 5 kv
10 /" Specify the location for the output. To put this on the current worksheet, )
11 \_click Output Range and give a cell location for this to begin. /

D E F G H I ] K | L
1 |SUMMARY OUTPUTG high r2 (close to 1) is desirable)
2
3 Regression Statistics Cl'he SSR (regression), SSE (residual or error), and SST >
4 Multiple R 0.8333 (total) are shown in the SS column of the ANOVA table.
5 R Square 0.6044
& Adjusted R Square  0.6181 (A low (e.g., less than 0.05) Significance F (p-value for overaD
F | standard Eivor 1.3110 model) indicates a significant relationship between X and Y.
8 Observations 6
9
10 ANOVA
11 df 55 MS E Significance F
12 Regression 1 156250 156250  9.0909 0.0394
13 Residual 2 68750 17188 The regression coefficients
| - = S are given here. )
15
16 Coefficients Stondord Error £ Stat P-value = Lower95% Upper 95% Lower 95.0% Upper 95.0%
17 Intercept 2 17425 11477 03150 28381 68381 -2.8381 £.8381
18 Payroll (X) 1.95 04146 30131 00394 N.0989  7.4011 0.0989 7.4011

4.6 Assumptions of the Regression Model

If we can make certain assumptions about the errors in a regression model, we can perform statisti-
cal tests to determine if the model is useful. The following assumptions are made about the errors:

1. The errors are independent.

2. The errors are normally distributed.

3. The errors have a mean of zero.

4. The errors have a constant variance (regardless of the value of X).
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A plot of the errors may highlight
problems with the model.

FIGURE 4.4A

Pattern of Errors
Indicating Randomness

FIGURE 4.4B

Nonconstant Error
Variance

FIGURE 4.4C

Errors Indicate
Relationship is Not
Linear

It is possible to check the data to see if these assumptions are met. Often a plot of the residuals
will highlight any glaring violations of the assumptions. When the errors (residuals) are plotted
against the independent variable, the pattern should appear random.

Figure 4.4 presents some typical error patterns, with Figure 4.4A displaying a pattern that is
expected when the assumptions are met and the model is appropriate. The errors are random and
no discernible pattern is present. Figure 4.4B demonstrates an error pattern in which the errors
increase as X increases, violating the constant variance assumption. Figure 4.4C shows errors
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The error variance is estimated
by the MSE.
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consistently increasing at first, and then consistently decreasing. A pattern such as this would
indicate that the model is not linear and some other form (perhaps quadratic) should be used. In
general, patterns in the plot of the errors indicate problems with the assumptions or the model
specification.

Estimating the Variance

While the errors are assumed to have constant variance (o2), this is usually not known. It can be
estimated from the sample results. The estimate of o is the mean squared error (MSE) and is
denoted by s2. The MSE is the sum of squares due to error divided by the degrees of freedom:*

) SSE
s°=MSE = ———— (4-12)
n—k—1
where
n = number of observations in the sample
k = number of independent variables
In this example, n = 6 and k = 1. So
SSE 6.8750 6.8750
s> = MSE = = = = 1.7188
n—k—1 6-—1-—1 4
From this we can estimate the standard deviation as
s = VMSE (4-13)

This is called the standard error of the estimate or the standard deviation of the regression.
In the example shown in Program 4.1D,

s = VMSE = V1.7188 = 1.31

This is used in many of the statistical tests about the model. It is also used to find interval
estimates for both Y and regression coefficients.”

4.7 Testing the Model for Significance

An F test is used to determine if
there is a relationship between X
and Y.

Both the MSE and 2 provide a measure of accuracy in a regression model. However, when the
sample size is too small, it is possible to get good values for both of these even if there is no
relationship between the variables in the regression model. To determine whether these values
are meaningful, it is necessary to test the model for significance.

To see if there is a linear relationship between X and Y, a statistical hypothesis test is per-
formed. The underlying linear model was given in Equation 4-1 as

Y=B()+B1X+€

If B, = 0, then Y does not depend on X in any way. The null hypothesis says there is no linear
relationship between the two variables (i.e., 8; = 0). The alternate hypothesis is that there is a
linear relationship (i.e., 81 # 0). If the null hypothesis can be rejected, then we have proven that
a linear relationship does exist, so X is helpful in predicting Y. The F distribution is used for test-
ing this hypothesis. Appendix D contains values for the F' distribution which can be used when
calculations are performed by hand. See Chapter 2 for a review of the F distribution. The results
of the test can also be obtained from both Excel and QM for Windows.

“See bibliography at end of this chapter for books with further details.
“The MSE is a common measure of accuracy in forecasting. When used with techniques besides regression, it is com-
mon to divide the SSE by n rather thann — k — 1.
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If the significance level for the F
test is low, there is a relationship
between X and Y.

The F statistic used in the hypothesis test is based on the MSE (seen in the previous sec-
tion) and the mean squared regression (MSR). The MSR is calculated as

SSR
MSR = —— (4-14)
where
k = number of independent variables in the model
The F statistic is
MSR
= —— (4-15)
MSE

Based on the assumptions regarding the errors in a regression model, this calculated F statistic
is described by the F distribution with

degrees of freedom for the numerator = df; = k

degrees of freedom for the denominator = df, = n — k — 1.
where
k = the number of independent (X ) variables

If there is very little error, the denominator (MSE) of the F statistic is very small relative
to the numerator (MSR), and the resulting F statistic would be large. This would be an indi-
cation that the model is useful. A significance level related to the value of the F statistic is
then found. Whenever the F value is large, the significance level (p-value) will be low, indi-
cating that it is extremely unlikely that this could have occurred by chance. When the F' value
is large (with a resulting small significance level), we can reject the null hypothesis that there
is no linear relationship. This means that there is a linear relationship and the values of MSE
and r? are meaningful.

The hypothesis test just described is summarized here:

Steps in Hypothesis Test for a Significant Regression Model
1. Specify null and alternative hypotheses:
Hy:B, =0
Hi:B; #0
2. Select the level of significance (o). Common values are 0.01 and 0.05.
3. Calculate the value of the test statistic using the formula

_ MSR
MSE

4. Make a decision using one of the following methods:
(a) Reject the null hypothesis if the test statistic is greater than the F value from the table
in Appendix D. Otherwise, do not reject the null hypothesis:
Rejectif Fegicutated > Fadf, df,
dfy = k
df2 =n—k—1
(b) Reject the null hypothesis if the observed significance level, or p-value, is less than
the level of significance (o). Otherwise, do not reject the null hypothesis:
p-value = P(F > calculated test statistic)
Rejectif p-value < a
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FIGURE 4.5

F Distribution for Triple
A Construction Test for
Significance
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0.05

F=771 9.09

Triple A Construction Example
To illustrate the process of testing the hypothesis about a significant relationship, consider the

Triple A Construction example. Appendix D will be used to provide values for the F distribution.
Step 1.

Hp:B1 = 0 (no linear relationship between X and Y)
H;:B; # 0 (linear relationship exists between X and Y)

Step 2.
Select a = 0.05.

Step 3. Calculate the value of the test statistic. The MSE was already calculated to be 1.7188.
The MSR is then calculated so that F' can be found:

SSR  15.6250
MSR = — = = 15.6250
k 1
MSR  15.6250
F=——= = 9.09
MSE 1.7188

Step 4. (a) Reject the null hypothesis if the test statistic is greater than the F value from the table
in Appendix D:
dfl =k=1
db=n—-k—-1=6-1-1=4
The value of F associated with a 5% level of significance and with degrees of freedom 1 and 4 is
found in Appendix D. Figure 4.5 illustrates this:
F0.05’1,4 = 771
Fatculated = 9.09
Reject Hy because 9.09 > 7.71
Thus, there is sufficient data to conclude that there is a statistically significant relationship
between X and Y, so the model is helpful. The strength of this relationship is measured by

r? = 0.69. Thus, we can conclude that about 69% of the variability in sales (¥) is explained by
the regression model based on local payroll (X).

The Analysis of Variance (ANOVA) Table

When software such as Excel or QM for Windows is used to develop regression models, the out-
put provides the observed significance level, or p-value, for the calculated F value. This is then
compared to the level of significance (o) to make the decision.
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TABLE 4.4

Analysis of Variance
(ANOVA) Table
for Regression

DF SS MS F SIGNIFICANCE F
Regression & SSR MSR = SSR/k MSR/MSE P(F > MSR/MSE)
Residual n—k—-1 SSE  MSE = SSE/(n—k-1)
Total n—1 SST

Table 4.4 provides summary information about the ANOVA table. This shows how the num-
bers in the last three columns of the table are computed. The last column of this table, labeled
Significance F, is the p-value, or observed significance level, which can be used in the hypothe-
sis test about the regression model.

Triple A Construction ANOVA Example

The Excel output that includes the ANOVA table for the Triple A Construction data is shown in
Program 4.1C. The observed significance level for F = 9.0909 is given to be 0.0394. This means

P(F > 9.0909) = 0.0394

Because this probability is less than 0.05 (o), we would reject the hypothesis of no linear rela-
tionship and conclude that there is a linear relationship between X and Y. Note in Figure 4.5 that
the area under the curve to the right of 9.09 is clearly less than 0.05, which is the area to the right
of the F value associated with a 0.05, level of signicance.

4.8 Multiple Regression Analysis

A multiple regression model has
more than one independent
variable.

The multiple regression model is a practical extension of the model we just observed. It allows
us to build a model with several independent variables. The underlying model is

Y = ﬁ0+ IBIXI + ,32X2 + -+ ,Bka + € (4-16)
where
Y = dependent variable (response variable)
X; = ith independent variable (predictor variable or explanatory variable)
By = intercept (value of Y when all X; = 0)
B; = coefficient of the ith independent variable

k
€

number of independent variables
random error

To estimate the values of these coefficients, a sample is taken and the following equation is
developed:

Y =by+ b, X; + byXy + -+ + biX; 4-17)

where

~>
|

= predicted value of Y
by = sample intercept (and is an estimate of 3()

&
Il

sample coefficient of ith variable (and is an estimate of 3;)

Consider the case of Jenny Wilson Realty, a real estate company in Montgomery,
Alabama. Jenny Wilson, owner and broker for this company, wants to develop a model to
determine a suggested listing price for houses based on the size of the house and the age of the
house. She selects a sample of houses that have sold recently in a particular area, and she
records the selling price, the square footage of the house, the age of the house, and also the con-
dition (good, excellent, or mint) of each house as shown in Table 4.5. Initially Jenny plans to
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TABLE 4.5

Jenny Wilson Real
Estate Data

Excel can be used to develop
multiple regression models.
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SELLING SQUARE
PRICE ($) FOOTAGE AGE CONDITION
95,000 1,926 30 Good
119,000 2,069 40 Excellent
124,800 1,720 30 Excellent
135,000 1,396 15 Good
142,800 1,706 32 Mint
145,000 1,847 38 Mint
159,000 1,950 27 Mint
165,000 2,323 30 Excellent
182,000 2,285 26 Mint
183,000 3,752 35 Good
200,000 2,300 18 Good
211,000 2,525 17 Good
215,000 3,800 40 Excellent
219,000 1,740 12 Mint

use only the square footage and age to develop a model, although she wants to save the infor-
mation on condition of the house to use later. She wants to find the coefficients for the follow-
ing multiple regression model:

Y = by + by X, + byX,

where
Y
by = Y intercept

predicted value of dependent variable (selling price)

X, and X, = value of the two independent variables (square footage and age), respectively
by and b,

slopes for X and X, respectively

The mathematics of multiple regression becomes quite complex, so we leave formulas for
by, by, and b, to regression textbooks.” Excel can be used to develop a multiple regression model
just as it was used for a simple linear regression model. When entering the data in Excel, it is
important that all of the independent variables are in adjoining columns to facilitate the input.
From the Data tab in Excel, select Data Analysis and then Regression, as shown earlier, in
Program 4.1A. This opens the regression window to allow the input, as shown in Program 4.2A.
Note that the X Range includes the data in two columns (B and C) because there are two inde-
pendent variables. The Excel output that Jenny Wilson obtains is shown in Program 4.2B, and it
provides the following equation:

? = bo + b]Xl + b2X2
= 146,630.89 + 43.82 X; — 2898.69 X,

Evaluating the Multiple Regression Model

A multiple regression model can be evaluated in a manner similar to the way a simple linear
regression model is evaluated. Both the p-value for the F test and r can be interpreted the same
with multiple regression models as they are with simple linear regression models. However, as

“See, for example, Norman R. Draper and Harry Smith. Applied Regression Analysis, 3rd ed. New York: John Wiley &
Sons, Inc., 1998.
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PROGRAM 4.2A

Input Screen for the
Jenny Wilson Realty
Multiple Regression
Example

PROGRAM 4.2B

Output for the Jenny
Wilson Realty Multiple
Regression Example

there is more than one independent variable, the hypothesis that is being tested with the F test is
that all the coefficients are equal to 0. If all these are 0, then none of the independent variables
in the model is helpful in predicting the dependent variable.

| A | B (& I R Variable names (row 3) are included in Xj‘ )
1 Jenny Wilson Realty ot and Yranges, so Labels must be checked. |
2 = [ ok
3 SELL PRICE SF AGE hizhi bl sy | Cancel |
4 95000 1926 30 Input X ssuscst7, [l
5 119000 2069 40 ] - Consmmz&,‘x [ b |
1280 | 1770 30 [T confidence Level: Input the X range to include both
; iizggg iiig ?l’j N column B and column C.
9 | 145000 1847 38 © Qutput Range: $Astd
10 159000 1950 27 () New Worksheet Bly:
11 165000 2323 30 ) New Workbook
12 182000 2285 26 Bt —
i 183000 37235 FSeimdenirestios  Fltpertpin
14 200000 2300 18 .
15 211000 2525 17 "_"m‘l";f:g':;m = .
16 215000 3800 40 @utput range begins at cell A19.
17 219000 1740 12 4

- S : I
19 |SUMMARY OUTPUT @e coefficient of determination () is 0.67)

20

21 Regression Stalistics a nQ

B sl & T Crhe regression coefficients are found here)

23 |R Square 0.6719

24 |Adjusted R Square 0.6122

25 |standard Error 24312607 A low significance level for F proves a relationship exists

26 Observations 14 between Y and at least one of the independent (X) variables.
27

28 | ANOVA

29 df 55 MS F Significonce F

30 |Regression 2 / 13313936968 6b56968484 11.2619 0.0021/8//7

31 |Residual 11/ 6502131603 591102873 The p-values are used to test the

g Total 2% 19530068571 individual variables for significance.
33

34 Coefficients Standard Error t Stat P-value Lower95%  Upper 95% Lower 95.0%  Upper 95.0%
35 Intercept 146630.89 25482.0829 57543 0.0001 90545.2073 202716.5738 905452073 202716.57398
36 |SF 13.82 10.2810 12622 00013  21.1911 66,1176 211911 66.1176
37 |AGF -7892.69 796.5649 36390 0.0039 -4A51.9139  -11454586  -4651.9139  -1145.4586

To determine which of the independent variables in a multiple regression model is signifi-
cant, a significance test on the coefficient for each variable is performed. While statistics text-
books can provide the details of these tests, the results of these tests are automatically displayed
in the Excel output. The null hypothesis is that the coefficient is 0 (Hy:B8; = 0) and the alternate
hypothesis is that it is not zero (H;:B8; # 0). The test statistic is calculated in Excel, and the
p-value is given. If the p-value is lower than the level of significance (o), then the null hypothe-
sis is rejected and it can be concluded that the variable is significant.

Jenny Wilson Realty Example

In the Jenny Wilson Realty example in Program 4.2B, the overall model is statistically signifi-
cant and useful in predicting the selling price of the house because the p-value for the F test is
0.002. The 2 value is 0.6719, so 67% of the variability in selling price for these houses can be
explained by the regression model. However, there were two independent variables in the
model—square footage and age. It is possible that one of these is significant and the other is not.
The F test simply indicates that the model as a whole is significant.



Irmgn.ir

4.9 BINARY OR DUMMY VARIABLES 151

Two significance tests can be performed to determine if square footage or age (or both) are
significant. In Program 4.2B, the results of two hypothesis tests are provided. The first test for
variable X (square footage) is

H()ZB] =0
H1:Bl #0
Using a 5% level of significance (« = 0.05), the null hypothesis is rejected because the p-value
for this is 0.0013. Thus, square footage is helpful in predicting the price of a house.
Similarly, the variable X, (age) is tested using the Excel output, and the p-value is 0.0039.

The null hypothesis is rejected because this is less than 0.05. Thus, age is also helpful in predict-
ing the price of a house.

4.9 Binary or Dummy Variables

A dummy variable is also called
an indicator variable or a binary
variable.

The number of dummy variables
must equal one less than the
number of categories of a
qualitative variable.

All of the variables we have used in regression examples have been quantitative variables such
as sales figures, payroll numbers, square footage, and age. These have all been easily measura-
ble and have had numbers associated with them. There are many times when we believe a quali-
tative variable rather than a quantitative variable would be helpful in predicting the dependent
variable Y. For example, regression may be used to find a relationship between annual income
and certain characteristics of the employees. Years of experience at a particular job would be a
quantitative variable. However, information regarding whether or not a person has a college
degree might also be important. This would not be a measurable value or quantity, so a special
variable called a dummy variable (or a binary variable or an indicator variable) would be
used. A dummy variable is assigned a value of 1 if a particular condition is met (e.g., a person
has a college degree), and a value of 0 otherwise.

Return to the Jenny Wilson Realty example. Jenny believes that a better model can be de-
veloped if the condition of the property is included. To incorporate the condition of the house
into the model, Jenny looks at the information available (see Table 4.5), and sees that the three
categories are good condition, excellent condition, and mint condition. Since these are not quan-
titative variables, she must use dummy variables. These are defined as

X5 = lifhouse is in excellent condition

= ( otherwise

X4 = lifhouse is in mint condition

= ( otherwise

Notice there is no separate variable for “good” condition. If X5 and X, are both 0, then the house
cannot be in excellent or mint condition, so it must be in good condition. When using dummy
variables, the number of variables must be 1 less than the number of categories. In this problem,
there were three categories (good, excellent, and mint condition) so we must have two dummy
variables. If we had mistakenly used too many variables and the number of dummy variables
equaled the number of categories, then the mathematical computations could not be performed
or would not give reliable values.

These dummy variables will be used with the two previous variables (X;—square footage,
and X,—age) to try to predict the selling prices of houses for Jenny Wilson. Programs 4.3A and
4.3B provide the Excel input and output for this new data, and this shows how the dummy vari-
ables were coded. The significance level for the F test is 0.00017, so this model is statistically
significant. The coefficient of determination (r2) is 0.898, so this is a much better model than
the previous one. The regression equation is

¥ = 121,658 + 56.43X; — 3,962X, + 33,162X; + 47,369X,

This indicates that a house in excellent condition (X3 = 1, X4 = 0) would sell for about
$33,162 more than a house in good condition (X3 = 0, X4 = 0). A house in mint condition
(X3 = 0,X4 = 1) would sell for about $47,369 more than a house in good condition.
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PROGRAM 4.3A

Input Screen for the
Jenny Wilson Realty
Example with Dummy
Variables

PROGRAM 4.3B

Output for the Jenny
Wilson Realty Example
with Dummy Variables

4.10 Model Building

X - . . - - - : _ § :
= D -
1 Jenny Wilson Realty D -
2 Input = I
3 SELLPRICE _ SF AGE X3 (Exc.) X4 (Mint) Condition Irout¥ Range: isair. )|y
4 95000 1826 30 0 0 Good Input X Hange: $D53:5C517 E| ' ]
5 119000 2069 40 1 0 Excellent : [ eh
6| 121800 1720 30 1 0 Excellent ; ERGOrHon: 26t
7 135000 1396 15 0 0  Good e R S
5 142800 1706 32 0 1 Mint Output options
9| 145000 184/ 38 0 1 Mint 8 QuiputRange: sas1o
10 159000 1950 2/ 0 1 Mint New Workshest Ely:
11 165000 2323 30 1 (i} Excellent New Warkbook
12| 187000 2285 26 0 1 Mint Resihicks
13| 183000 3757 35 0 0 Good | Residuais Resigual Plots
14 200000 2300 18 0 o Good Standardized Resduals Linc Fit Mots.
15| 211000 @ 2525 17 0 0 Good tamal Prebaly” The X range includes columns
16| 215000 3800 40 1 0 Excellent eml® B C. D, and E, but not column F/?
17| 219000 1740 12 0 1 Mint
A A B & D E F G H I
19 SUMMARY OUTPUT
20
21 Regression Statistics
22 Multiple R 0.9476 = - L
s s The coefficient of age is negative, indicating
b Boquare 0:8980\ that the price decreases as a house gets older.
24 Adjusted R Squ 0.8526
25 Standard Error  14987.5545
26 Observations 14 The overall model is helpful because the significance
27 F probability is low (much less than 5%).
28 ANOVA
29 df | s MS F Significance F
30 Regression 4 (17794427451 4.449E+09 19.804436  0.000174
31 Residual 9 | 2021641120 I;M;I:‘?h ol ezl & halail b
-, = 13 | 1981606357{ £ach of the variables individually is helpful because .
= I the p-values for each of them is low (much less than 5%).
34 Coefficients Istandard Error  tStat P-value  Lower395% Upper95% ower 95.0%/pper 95.0%
35 Intercept 121658.45 17426.61 6.981 0.000  82236.71 161080.19 82236.71 161080.19
36 (SF 56.43 £6.95 8.122 0.000 40.71 72.14 40.71 72,14
37 AGE -3962.8 596.03 -6.649 0.000 -5311.13  -2614.51 -5311.13 -2614.51
38 X3 (Exc.) 33162.65 12179.62 2.723 0.023 5610.43 60714.87 5610.43 60714.87
39 %4 (Mint) 47369.25 10649.27 4,448 0.002  23278.93 71459.57 23278.93 71459.57

The value of r* can never
decrease when more variables are
added to the model.

The adjusted 2 may decrease
when more variables are added to
the model.

In developing a good regression model, possible independent variables are identified and the
best ones are selected to be used in the model. The best model is a statistically significant model
with a high r? and few variables.

As more variables are added to a regression model, r* will usually increase, and it cannot
decrease. It is tempting to keep adding variables to a model to try to increase 2. However, if too
many independent variables are included in the model, problems can arise. For this reason, the
adjusted r? value is often used (rather than r2) to determine if an additional independent vari-
able is beneficial. The adjusted > takes into account the number of independent variables in the
model, and it is possible for the adjusted r? to decrease. The formula for 7 is

2:@:1_@
SST SST
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A variable should not be added to
the model if it causes the
adjusted r* to decrease.

Multicollinearity exists when a
variable is correlated to other
variables.
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The adjusted s
SSE/(n — k — 1)
SST/(n — 1)

Adjusted r* = 1 — (4-18)
Notice that as the number of variables (k) increases, n — k — 1 will decrease. This causes
SSE/(n — k — 1) to increase, and consequently the adjusted r? will decrease unless the extra
variable in the model causes a significant decrease in the SSE. Thus, the reduction in error (and
SSE) must be sufficient to offset the change in k.

As a general rule of thumb, if the adjusted r? increases when a new variable is added to
the model, the variable should probably remain in the model. If the adjusted r? decreases
when a new variable is added, the variable should not remain in the model. Other factors
should also be considered when trying to build the model, but they are beyond the introduc-
tory level of this chapter.

STEPWISE REGRESSION While the process of model building may be tedious, there are many
statistical software packages that include stepwise regression procedures to do this. Stepwise
regression is an automated process to systematically add or delete independent variables from a
regression model. A forward stepwise procedure puts the most significant variable in the model
first and then adds the next variable that will improve the model the most, given that the first
variable is already in the model. Variables continue to be added in this fashion until all the vari-
ables are in the model or until any remaining variables do not significantly improve the model.
A backwards stepwise procedure begins with all independent variables in the model, and
one-by-one the least helpful variables are deleted. This continues until only significant variables
remain. Many variations of these stepwise models exist.

MULTICOLLINEARITY In the Jenny Wilson Realty example illustrated in Program 4.3B, we saw
an r2 of about 0.90 and an adjusted r? of 0.85. While other variables such as the size of the lot,
the number of bedrooms, and the number of bathrooms might be related to the selling price of a
house, we may not want to include these in the model. It is likely that these variables would be
correlated with the square footage of the house (e.g., more bedrooms usually means a larger
house), which is already included in the model. Thus, the information provided by these addi-
tional variables might be duplication of information already in the model.

When an independent variable is correlated with one other independent variable, the vari-
ables are said to be collinear. If an independent variable is correlated with a combination of
other independent variables, the condition of multicollinearity exists. This can create problems
in interpreting the coefficients of the variables as several variables are providing duplicate infor-
mation. For example, if two independent variables were monthly salary expenses for a company
and annual salary expenses for a company, the information provided in one is also provided in
the other. Several sets of regression coefficients for these two variables would yield exactly the
same results. Thus, individual interpretation of these variables would be questionable, although
the model itself is still good for prediction purposes. When multicollinearity exists, the overall F
test is still valid, but the hypothesis tests related to the individual coefficients are not. A variable
may appear to be significant when it is insignificant, or a variable may appear to be insignificant
when it is significant.

4.11 Nonlinear Regression

Transformations may be used to
turn a nonlinear model into a
linear model.

The regression models we have seen are linear models. However, at times there exist nonlinear rela-
tionships between variables. Some simple variable transformations can be used to create an appar-
ently linear model from a nonlinear relationship. This allows us to use Excel and other linear
regression programs to perform the calculations. We will demonstrate this in the following example.

On every new automobile sold in the United States, the fuel efficiency (as measured by miles
per gallon of gasoline (MPG) of the automobile is prominently displayed on the window sticker.
The MPG is related to several factors, one of which is the weight of the automobile. Engineers at
Colonel Motors, in an attempt to improve fuel efficiency, have been asked to study the impact of
weight on MPG. They have decided that a regression model should be used to do this.
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TABLE 4.6

Automobile Weight
vs. MPG

FIGURE 4.6A

Linear Model for
MPG Data

FIGURE 4.6B

Nonlinear Model for
MPG Data

A sample of 12 new automobiles was selected, and the weight and MPG rating were
recorded. Table 4.6 provides this data. A scatter diagram of this data in Figure 4.6A shows the
weight and MPG. A linear regression line is drawn through the points. Excel was used to
develop a simple linear regression equation to relate the MPG (Y) to the weight in 1,000 1b. (X )

in the form
? = bo + b1X1
WEIGHT WEIGHT
(1,000 LB.) | MPG (1,000 LB.)
12 4.58 20 3.18
13 4.66 23 2.68
15 4.02 24 2.65
18 2.53 33 1.70
19 3.09 36 1.95
19 3.11 42 1.92
45 —
°
40—
35—
30—
10 25—
a
-
15—
10—
5 —
0 | | | | |
1.00 2.00 3.00 4.00 5.00
Weight (1,000 Ib.)
45—
°
40—
35—
30—
10 25—
a
= oo
15—
10—
5 —
0 | | | | |
1.00 2.00 3.00 4.00 5.00

Weight (1,000 Ib.)
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PROGRAM 4.4

Excel Output for Linear
Regression Model with
MPG Data

A low significance value for F
and a high r* are indications of
a good model.

PROGRAM 4.5

Excel Output for
Nonlinear Regression
Model with MPG Data

The Excel output is shown in Program 4.4. From this we get the equation

or

4.11 NONLINEAR REGRESSION
e R D =& [ F G X J

1 |Automobile Weight vs. MPG  SUMMARY OUTPUT

2

3 | MPG (Y) Weight (X1) Regression Statistics

4| 12 4.58 Multiple R 0.8629

5 13 465 R Square 0.7446

6| 15 4.02 Adjusted R Sc¢ 0.7190

7| 18 253 Standard Erroi 5.0076

8| 19 3.09 Obsemvations 12

a| 1 in

10 20 3.18 ANOVA =

m 23 2.68 df Ss MS F Significance F

12, 24 265 Regression 1/ 730.9090 730.9090 29.1480  0.0003

13| 33 1.70 Residual 10/ 250.7577| 25.0758

14 36 1.95 Total 11/ 981.6667

15| 42 1.92

16 | Coefficientz Standard Err { Stat p-value | Lower 95% Upper 95% Lower 95.0 Upper 95.0%

17| Intercept 47.6193 48132 9.8936)  0.0000 36.8950 58.3437

18 Weight -8.2460 15273 53989  0.0003 -11.6491 -4.8428

Y =476 — 82X,

MPG = 47.6 — 8.2(weightin 1,000 1b.)
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The model is useful since the significance level for the F test is small and r? = 0.7446.
However, further examination of the graph in Figure 4.6A brings into question the use of a lin-
ear model. Perhaps a nonlinear relationship exists, and maybe the model should be modified to
account for this. A quadratic model is illustrated in Figure 4.6B. This model would be of the
form

MPG = by + by(weight) + b,(weight)?

The easiest way to develop this model is to define a new variable

X, = (weight)?

This gives us the model

shown in Program 4.5. The new equation is

? = bo + b]X] + b2X2

We can create another column in Excel, and again run the regression tool. The output is

Y =798 — 302X, + 3.4X,

The significance level for F is low (0.0002) so the model is useful, and r* = 0.8478. The
adjusted r? increased from 0.719 to 0.814, so this new variable definitely improved the model.

This model is good for prediction purposes. However, we should not try to interpret the
coefficients of the variables due to the correlation between X; (weight) and X, (weight
squared). Normally we would interpret the coefficient for X as the change in Y that results
from a 1-unit change in X, while holding all other variables constant. Obviously holding one

~ o o B

S Yoo e W=

ok

AT S S| c
| Automobile Weight vs. MPG

c

MPG (Y) Weight (X1) WeightSq. (X2)
12 458 2098
13 4.66
15 4.02
18 253
19 3.09
19 31
20 3.18
23 268
24 265
33 1.70
36 195
42 192

o

2112
16.16
6.40
9.55
9.67
10.11
718
7.02
289
380
369

| D | = F G H
SUMMARY OUTPUT
Regression Statistics
Multiple R 0.9208
R Sguare 0.8478
Adjusted R S¢ 0.8140
Standard Erro 40745
Obsenvations 12
ANOVA
df S8 MS F Significance F
Regression 2 832.2557| 416.1278 25.0661  0.0002
Residual 9 1494110 16.6012
Total 11 981.6667
Coefiicient Standard Ent Stat p-value | Lower 95% Uipper 95% Lower 95.0 Upper 95.0%
Intercept 79.7888 13.5962 5.8685  0.0002
Weight -30.2224 8.9809) -3.3652  0.0083 -50.5386
Weight2 34124 13811 24708 0.0355  0.2881

49.0321 110.5454  49.031
-9.9061
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variable constant while changing the other is impossible in this example since X, = X3 If X,
changes, then X, must change also. This is an example of a problem that exists when multi-
collinearity is present.

Other types of nonlinearities can be handled using a similar approach. A number of transfor-
mations exist that may help to develop a linear model from variables with nonlinear relationships.

4.12 Cautions and Pitfalls in Regression Analysis

A high correlation does not mean
one variable is causing a change
in the other.

The regression equation should
not be used with values of X that
are below the lowest value of X
or above the highest value of X
found in the sample.

A significant F value may occur
even when the relationship is not
strong.

Summary

This chapter has provided a brief introduction into regression analysis, one of the most widely
used quantitative techniques in business. However, some common errors are made with regres-
sion models, so caution should be observed when using this.

If the assumptions are not met, the statistical tests may not be valid. Any interval estimates
are also invalid, although the model can still be used for prediction purposes.

Correlation does not necessarily mean causation. Two variables (such as the price of auto-
mobiles and your annual salary) may be highly correlated to one another, but one is not causing
the other to change. They may both be changing due to other factors such as the economy in
general or the inflation rate.

If multicollinearity is present in a multiple regression model, the model is still good for pre-
diction, but interpretation of individual coefficients is questionable. The individual tests on the
regression coefficients are not valid.

Using a regression equation beyond the range of X is very questionable. A linear relation-
ship may exist within the range of values of X in the sample. What happens beyond this range is
unknown; the linear relationship may become nonlinear at some point. For example, there is
usually a linear relationship between advertising and sales within a limited range. As more
money is spent on advertising, sales tend to increase even if everything else is held constant.
However, at some point, increasing advertising expenditures will have less impact on sales
unless the company does other things to help, such as opening new markets or expanding the
product offerings. If advertising is increased and nothing else changes, the sales will probably
level off at some point.

Related to the limitation regarding the range of X is the interpretation of the intercept (b).
Since the lowest value for X in a sample is often much greater than 0, the intercept is a point on
the regression line beyond the range of X. Therefore, we should not be concerned if the #-test for
this coefficient is not significant as we should not be using the regression equation to predict a
value of Y when X = 0. This intercept is merely used in defining the line that fits the sample
points the best.

Using the F test and concluding a linear regression model is helpful in predicting Y does not
mean that this is the best relationship. While this model may explain much of the variability in
Y, it is possible that a nonlinear relationship might explain even more. Similarly, if it is con-
cluded that no linear relationship exists, another type of relationship could exist.

A statistically significant relationship does not mean it has any practical value. With large
enough samples, it is possible to have a statistically significant relationship, but r? might be
0.01. This would normally be of little use to a manager. Similarly, a high r? could be found due
to random chance if the sample is small. The F' test must also show significance to place any

value in r2.

Regression analysis is an extremely valuable quantitative tool.
Using scatter diagrams helps to see relationships between vari-
ables. The F test is used to determine if the results can be con-
sidered useful. The coefficient of determination (r?) is used to
measure the proportion of variability in Y that is explained by
the regression model. The correlation coefficient measures the
relationship between two variables.

Multiple regression involves the use of more than one in-
dependent variable. Dummy variables (binary or indicator vari-
ables) are used with qualitative or categorical data. Nonlinear
models can be transformed into linear models.

We saw how to use Excel to develop regression models.
Interpretation of computer output was presented, and several
examples were provided.
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Adjusted r*> A measure of the explanatory power of a
regression model that takes into consideration the number
of independent variables in the model.

Binary Variable See Dummy Variable.

Coefficient of Correlation (r) A measure of the strength of
the relationship between two variables.

Coefficient of Determination (r2) The percent of the vari-
ability in the dependent variable (Y) that is explained by
the regression equation.

Collinearity A condition that exists when one independent
variable is correlated with another independent variable.

Dependent Variable The Y-variable in a regression model.
This is what is being predicted.

Dummy Variable A variable used to represent a qualitative
factor or condition. Dummy variables have values of O or 1.
This is also called a binary variable or an indicator variable.

Error. The difference between the actual value (Y) and the
predicted value (V).

Explanatory Variable The independent variable in a regres-
sion equation.

Independent Variable The X-variable in a regression equa-
tion. This is used to help predict the dependent variable.
Least Squares A reference to the criterion used to select the
regression line, to minimize the squared distances between

the estimated straight line and the observed values.

Mean Squared Error (MSE) An estimate of the error
variance.

Multicollinearity A condition that exists when one
independent variable is correlated with other independent
variables.

Key Equations

Multiple Regression Model A regression model that has
more than one independent variable.

Observed Significance Level Another name for p-value.

p-Value A probability value that is used when testing a
hypothesis. The hypothesis is rejected when this is low.

Predictor Variable Another name for explanatory variable.

Regression Analysis A forecasting procedure that uses the
least squares approach on one or more independent
variables to develop a forecasting model.

Residual. Another term for error.

Response Variable The dependent variable in a regression
equation.

Scatter Diagrams Diagrams of the variable to be forecasted,
plotted against another variable, such as time. Also called
scatter plots.

Standard Error of the Estimate An estimate of the
standard deviation of the errors and is sometimes called the
standard deviation of the regression.

Stepwise Regression An automated process to
systematically add or delete independent variables from a
regression model.

Sum of Squares Error (SSE) The total sum of the squared
differences between each observation (Y) and the predicted
value (7).

Sum of Squares Regression (SSR) The total sum of the
squared differences between each predicted value (f/ ) and
the mean (V).

Sum of Squares Total (SST) The total sum of the squared
differences between each observation () and the mean (V).

4-1) Y =By + B1X + €
Underlying linear model for simple linear regression.

4-2) ¥ = by + b1X
Simple linear regression model computed from a sample.

43) e=Y — ¥
Error in regression model.
S(X - X)(Y —7Y)
S(X — X)?
Slope in the regression line.
(4-5) by =Y — )X
The intercept in the regression line.

(4-6) SST = 3(Y — Y)?
Total sums of squares.
(4-7) SSE = 3e? = S(Y — V)2
Sum of squares due to error.
(4-8) SSR = 3(¥ — Y)?
Sum of squares due to regression.

4-4) b, =

(4-9) SST = SSR + SSE
Relationship among sums of squares in regression.
oSSR _~ SSE

~ SST SST
Coefficient of determination.

@-11) r = + V72

Coefficient of correlation. This has the same sign as the
slope.

(4-10) r

SSE
n—k—1
An estimate of the variance of the errors in regression;
n is the sample size and k is the number of independent
variables.

(4-13) s = VMSE
An estimate of the standard deviation of the errors.
Also called the standard error of the estimate.

(4-12) s> = MSE =
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SSR
(4-14) MSR = e
Mean square regression. k is the number of independ-

ent variables.

MSR

MSE
F statistic used to test significance of overall regression
model.

(4-15) F =

Solved Problems

(4-16) Y = ﬁo + ﬁle + B2X2 + -+ Bka + €
Underlying model for multiple regression model.
(4-17) ¥ = by + biX| + byXy + -+ + biX,
Multiple regression model computed from a sample.
SSE/(n — k — 1)
SST/(n — 1)
Adjusted r? used in building multiple regression
models.

(4-18) Adjustedr®> = 1 —

Solved Problem 4-1

Judith Thompson runs a florist shop on the Gulf Coast of Texas, specializing in floral arrangements for
weddings and other special events. She advertises weekly in the local newspapers and is considering in-
creasing her advertising budget. Before doing so, she decides to evaluate the past effectiveness of these
ads. Five weeks are sampled, and the advertising dollars and sales volume for each of these is shown in
the following table. Develop a regression equation that would help Judith evaluate her advertising. Find

the coefficient of determination for this model.

SALES ($1,000) ADVERTISING ($100)

11
6
10
6
12

5

3
7
2
8

Solution

SALES Y ADVERTISING X X-X)(Y-Y)
11 5 (5-52=0 (5-5)(11-9)=0
6 3 3-572=4 B3-5)6-9=6
10 7 (7—52=4 (7-5)(10—9)=2
6 2 (2-52=9 2-56-9=9
12 8 8—52=9 8—5)(12—9)=9
SY =45 >X=25 S(x - X)? =26 S(X - X)(Y —Y) =26
Y = 45/5 X = 25/5
= =5
by = S(X-X)(Y-Y) 26 _ |

The regression equation is
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Solved Problem 4-2

PROGRAM 4.6

Excel Output for
Solved Problem 4-2

SOLVED PROBLEMS 159

To compute 72, we use the following table:

11 5 9 (11-9)2=4 (11-92=4

6 3 6-72=1 6-9=9

10 7 11 10— 11)>=1 (10-92=1

6 2 6 (6—6)2=0 (6—92=9

12 8 12 12—-12)>=0 (12—-9)2=9
SY =45 >X =25 S -¥)2=6 S -Y):=32
Y =9 X = SSE SST

The slope (b; = 1) tells us that for each 1 unit increase in X (or $100 in advertising), sales increase
by 1 unit (or $1,000). Also, > = 0.8125 indicating that about 81% of the variability in sales can be
explained by the regression model with advertising as the independent variable.

Use Excel with the data in Solved Problem 4-1 to find the regression model. What does the F test say
about this model?

Solution
Program 4.6 provides the Excel output for this problem. We see the equation is

Y =4+1X

The coefficient of determination (r?) is shown to be 0.8125. The significance level for the F test is
0.0366, which is less than 0.05. This indicates the model is statistically significant. Thus, there is suffi-
cient evidence in the data to conclude that the model is useful, and there is a relationship between X
(advertising) and Y (sales).

A | B c D |IRE: F | i —E 1 | ",

17 SUMMARY OUTPUT
18
19| Regression Statistics
20 Multiple R 0.9014
21 R Square 0.8125
22 AdjustedRSqu  0.7500
‘23 |Standard Error 1.4142
24 Observations 5
| 25
26 ANOVA
27 df SS MS F __ Significance F
' 28 Regression | 1 26 26 13 0.03662
| 29 |Residual _ 3 6 2
30 | Total 4 32
31
32| Coefficient Standard L t Stat p-value  Lower 95% Upper 9: Lower 95 Upper 95.0%
33| Intercept 4 15242 26244 0.0787 -0.8506 8.8506 -0.8506 8.8506

| Advertising
34(($100) 1. 02774 3.6056 0.0366 0.1173 1.8827 0.1173 1.8827
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Self-Test

o Before taking the self-test, refer to the learning objectives at the beginning of the chapter, the notes in the margins, and the

glossary at the end of the chapter.

Use the key at the back of the book to correct your answers.

Restudy pages that correspond to any questions that you answered incorrectly or material you feel uncertain about.

. One of the assumptions in regression analysis is that

a. the errors have a mean of 1.

b. the errors have a mean of 0.

c. the observations (Y) have a mean of 1.

d. the observations (Y) have a mean of 0.

A graph of the sample points that will be used to develop
a regression line is called

a. a sample graph.

b. a regression diagram.

c. a scatter diagram.

d. a regression plot.

When using regression, an error is also called

a. an intercept.

b. a prediction.

c. a coefficient.

d. a residual.

In a regression model, Y is called

a. the independent variable.

b. the dependent variable.

c. the regression variable.

d. the predictor variable.

A quantity that provides a measure of how far each sam-
ple point is from the regression line is

a. the SSR.

b. the SSE.

c. the SST.

d. the MSR.

The percentage of the variation in the dependent variable
that is explained by a regression equation is measured by
a. the coefficient of correlation.

b. the MSE.

c. the coefficient of determination.

d. the slope.

In a regression model, if every sample point is on the
regression line (all errors are 0), then

a. the correlation coefficient would be 0.

b. the correlation coefficient would be —1 or 1.

Discussion Questions and Problems

10.

11.

12.

c. the coefficient of determination would be —1.

d. the coefficient of determination would be 0.

When using dummy variables in a regression equation to

model a qualitative or categorical variable, the number of

dummy variables should equal to

a. the number of categories.

b. one more than the number of categories.

c. one less than the number of categories.

d. the number of other independent variables in the
model.

A multiple regression model differs from a simple linear

regression model because the multiple regression model

has more than one

a. independent variable.

b. dependent variable.

c. intercept.

d. error.

The overall significance of a regression model is tested

using an F test. The model is significant if

a. the F value is low.

b. the significance level of the F value is low.

c. the 2 value is low.

d. the slope is lower than the intercept.

A new variable should not be added to a multiple regres-

sion model if that variable causes

a. r” to decrease.

b. the adjusted r? to decrease.

c. the SST to decrease.

d. the intercept to decrease.

A good regression model should have

a. alow r” and a low significance level for the F test.

b. a high r? and a high significance level for the F test.

c. ahigh 2 and a low significance level for the F test.

d.alow r?and a high significance level for the F test.

Discussion Questions

4-1 What is the meaning of least squares in a regression
model?

4-2 Discuss the use of dummy variables in regression

analysis.

4-3 Discuss how the coefficient of determination and the

coefficient of correlation are related and how they

are used in regression analysis.

Explain how a scatter diagram can be used to iden-
tify the type of regression to use.

4-5 Explain how the adjusted r? value is used in devel-
oping a regression model.
4-6

4-7

Explain what information is provided by the F test.
What is the SSE? How is this related to the SST and
the SSR?

Explain how a plot of the residuals can be used in
developing a regression model.

4-8
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Problems

4-9

John Smith has developed the following forecasting
model:

Y =36 + 43X,

where

¥ = Demand for K10 air conditioners

X = the outside temperature (°F)

(a) Forecast the demand for K10 when the tempera-
ture is 70°F.

(b) What is the demand for a temperature of 80°F?
(c) What is the demand for a temperature of 90°F?

%: 4-10 The operations manager of a musical instrument

Q
X

Q
b4

©

X

distributor feels that demand for bass drums may be
related to the number of television appearances by
the popular rock group Green Shades during the pre-
ceding month. The manager has collected the data
shown in the following table:

DEMAND FOR GREEN SHADES
BASS DRUMS TV APPEARANCE
3 3
6 4
7 7
5 6
10 8
8 5

c4-11

$4-12

:4-13

(a) Graph these data to see whether a linear equation
might describe the relationship between the
group’s television shows and bass drum sales.

(b) Using the equations presented in this chapter,
compute the SST, SSE, and SSR. Find the least
squares regression line for these data.

(c) What is your estimate for bass drum sales if the
Green Shades performed on TV six times last
month?

Using the data in Problem 4-10, test to see if there is

a statistically significant relationship between sales

and TV appearances at the 0.05 level of significance.

Use the formulas in this chapter and Appendix D.

Using computer software, find the least squares
regression line for the data in Problem 4-10. Based
on the F test, is there a statistically significant rela-
tionship between the demand for drums and the
number of TV appearances?

Students in a management science class have just re-
ceived their grades on the first test. The instructor
has provided information about the first test grades
in some previous classes as well as the final average
for the same students. Some of these grades have
been sampled and are as follows:

( °
Qi4-14

X:4-15

s 4-16

¢ 4-17
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STUDENT I 2 3 4 5 6 7 8 9
Isttest grade 98 77 88 80 96 61 66 95 69
Final average 93 78 84 73 84 64 64 95 76

(a) Develop a regression model that could be used to
predict the final average in the course based on
the first test grade.

(b) Predict the final average of a student who made
an 83 on the first test.

(c) Give the values of r and r* for this model. Inter-
pret the value of r2 in the context of this problem.

Using the data in Problem 4-13, test to see if there is
a statistically significant relationship between the
grade on the first test and the final average at the
0.05 level of significance. Use the formulas in this
chapter and Appendix D.

Using computer software, find the least squares re-
gression line for the data in Problem 4-13. Based on
the F test, is there a statistically significant relation-
ship between the first test grade and the final aver-
age in the course?

Steve Caples, a real estate appraiser in Lake Charles,
Louisiana, has developed a regression model to help
appraise residential housing in the Lake Charles
area. The model was developed using recently sold
homes in a particular neighborhood. The price (Y) of
the house is based on the square footage (X) of the
house. The model is

Y = 13473 + 37.65X

The coefficient of correlation for the model is 0.63.

(a) Use the model to predict the selling price of a
house that is 1,860 square feet.

(b) A house with 1,860 square feet recently sold for
$95,000. Explain why this is not what the model
predicted.

(c) If you were going to use multiple regression to
develop an appraisal model, what other quantita-
tive variables might be included in the model?

(d) What is the coefficient of determination for this
model?

Accountants at the firm Walker and Walker believed
that several traveling executives submit unusually
high travel vouchers when they return from business
trips. The accountants took a sample of 200 vouchers
submitted from the past year; they then developed the
following multiple regression equation relating
expected travel cost (Y) to number of days on the
road (X1) and distance traveled (X;) in miles:

Y = $90.00 + $48.50X; + $0.40X,

Note: & means the problem may be solved with QM for Windows; X means the problem may be

solved with Excel QM; and %means the problem may be solved with QM for Windows and/or Excel QM.
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The coefficient of correlation computed was 0.68.

(a) If Thomas Williams returns from a 300-mile trip
that took him out of town for five days, what is
the expected amount that he should claim as ex-
penses?

(b) Williams submitted a reimbursement request for
$685; what should the accountant do?

(c) Comment on the validity of this model. Should
any other variables be included? Which ones?
Why?

Thirteen students entered the undergraduate busi-

ness program at Rollins College 2 years ago. The

following table indicates what their grade-point av-

erages (GPAs) were after being in the program for 2

years and what each student scored on the SAT

exam (maximum 2400) when he or she was in high
school. Is there a meaningful relationship between
grades and SAT scores? If a student scores a 1200 on
the SAT, what do you think his or her GPA will be?
What about a student who scores 24007

A

STUDENT SAT SCORE GPA | STUDENT SAT SCORE GPA
1263 2.90 H 1443 2.53
1131 2.93 I 2187 3.22
1755 3.00 J 1503 1.99
2070 3.45 K 1839 2.75
1824 3.66 L 2127 3.90
1170 2.88 M 1098 1.60
1245 2.15

Qo mYaww

Q

X

¢4-19 Bus and subway ridership in Washington, D.C., dur-

ing the summer months is believed to be heavily tied
to the number of tourists visiting the city. During the
past 12 years, the following data have been obtained:

NUMBER
OF TOURISTS RIDERSHIP
YEAR (1,000,000s) (100,000s)

1 7 15
2 2 10
3 6 13
4 4 15
5 14 25
6 15 27
7 16 24
8 12 20
9 14 27
10 20 44
11 15 34
12 7 17

).
£:4-20

2:421

(a) Plot these data and determine whether a linear
model is reasonable.

(b) Develop a regression model.

(c) What is expected ridership if 10 million tourists
visit the city?

(d) If there are no tourists at all, explain the pre-
dicted ridership.

Use computer software to develop a regression

model for the data in Problem 4-19. Explain what

this output indicates about the usefulness of this

model.

The following data give the starting salary for stu-

dents who recently graduated from a local university

and accepted jobs soon after graduation. The start-

ing salary, grade-point average (GPA), and major

(business or other) are provided.

SALARY  $29,500  $46,000  $39,800  $36,500
GPA 3.1 35 3.8 29
Major Other Business  Business Other
SALARY  $42,000  $31,500  $36,200

GPA 3.4 2.1 2.5

Major Business Other Business

£:4.22

(a) Using a computer, develop a regression model
that could be used to predict starting salary
based on GPA and major.

(b) Use this model to predict the starting salary for a
business major with a GPA of 3.0.

(c) What does the model say about the starting
salary for a business major compared to a non-
business major?

(d) Do you believe this model is useful in predicting
the starting salary? Justify your answer, using
information provided in the computer output.

The following data give the selling price, square
footage, number of bedrooms, and age of houses
that have sold in a neighborhood in the past 6
months. Develop three regression models to predict
the selling price based upon each of the other factors
individually. Which of these is best?

SELLING SQUARE AGE

PRICE($) FOOTAGE = BEDROOMS  (YEARS)
64,000 1,670 2 30
59,000 1,339 2 25
61,500 1,712 3 30
79,000 1,840 3 40
87,500 2,300 3 18
92,500 2,234 3 30
95,000 2,311 3 19

113,000 2,377 3 7

(Continued on next page)
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92426 i
$4- The total expenses of a hospital are related to many
X
gglfégéc; FS(?([)J"&%% BEDROOMS (Y/I;§ES) factors. Two of these factors are the number of beds
in the hospital and the number of admissions. Data
115,000 2,736 4 10 were collected on 14 hospitals, as shown in the table
138,000 2,500 3 1 below:
142,500 2,500 4 3
144,000 2,479 3 3 NUMBER ADMISSIONS TOTAL EXPENSES
147,500 3,124 4 0 1 215 77 57
144,000 2,500 3 2 2 336 160 127
155,500 4,062 4 10 3 520 230 157
165,000 2,854 3 3 4 135 43 24
5 35 9 14
;%‘ 4-23 Use the data in Problem 4-22 and develop a regres- 6 210 155 93
sion model to predict selling price based on the 7 140 53 45
square footage and number of bedrooms. Use this to 3 90 6 6
predict the selling price of a 2,000-square-foot house
with 3 bedrooms. Compare this model with the mod- ? 410 159 99
els in Problem 4-22. Should the number of bed- 10 50 18 12
rooms be included in the model? Why or why not? 11 65 16 11
%3 4-24 Use the data in Problem 4-22 and develop a regres- 12 42 29 15
sion model to predict selling price based on the
13 110 28 21
square footage, number of bedrooms, and age. Use
this to predict the selling price of a 10-year-old, 14 305 98 63
2,000-square-foot house with 3 bedrooms.
Q

$4-25

Tim Cooper plans to invest money in a mutual fund
that is tied to one of the major market indices, either
the S&P 500 or the Dow Jones Industrial Average.
To obtain even more diversification, Tim has thought
about investing in both of these. To determine
whether investing in two funds would help, Tim
decided to take 20 weeks of data and compare the
two markets. The closing price for each index is
shown in the table below:

WEEK 1 2 3 4 5 6 7
DJIA 10,226 10,473 10,452 10,442 10,471 10,213 10,187
S&P 1,107 1,141 1,135 1,139 1,142 1,108 1,110

WEEK 8 9 10 11 12 13 14
DJIA 10,240 10,596 10,584 10,619 10,628 10,593 10,488
S&P 1,121 1,157 1,145 1,144 1,146 1,143 1,131

WEEK 15 16 17 18 19 20
DJIA 10,568 10,601 10,459 10,410 10,325 10,278
S&P 1,142 1,140 1,122 1,108 1,096 1,089

Develop a regression model that would predict the
DJIA based on the S&P 500 index. Based on this
model, what would you expect the DJIA to be when
the S&P is 1,100? What is the correlation coefficient
(r) between the two markets?

©

:4-27

Find the best regression model to predict the total
expenses of a hospital. Discuss the accuracy of this
model. Should both variables be included in the
model? Why or why not?

A sample of 20 automobiles was taken, and the
miles per gallon (MPG), horsepower, and total
weight were recorded. Develop a linear regression
model to predict MPG, using horsepower as the only
independent variable. Develop another model with
weight as the independent variable. Which of these
two models is better? Explain.

MPG HORSEPOWER WEIGHT
44 67 1,844
44 50 1,998
40 62 1,752
37 69 1,980
37 66 1,797
34 63 2,199
35 90 2,404
32 99 2,611
30 63 3,236
28 91 2,606
26 94 2,580
26 88 2,507

(Continued on next page)
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taken into consideration? Discuss how accurate you

MPG HORSEPOWER WEIGHT believe these results are using information related
25 124 2,922 the regression models.
22 97 2,434 %: 4-31 In 2008, the total payroll for the New York Yankees
20 114 3,248 was $209.1 million, while the total payroll for the
21 102 2.812 Tampa Bay Rays was about $43.8 million, or about
one-fifth that of the Yankees. Many people have sug-
18 114 3,382 gested that some teams are able to buy winning sea-
18 142 3,197 sons and championships by spending a lot of money
16 153 4,380 on the most talented players available. The table
16 139 4036 below lists the payrolls (in millions of dollars) for all

14 Major League Baseball teams in the American

Q League as well as the total number of victories for
¢ ¢ 4-28 Use the data in Problem 4-27 to develop a multiple each in the 2008 season:

linear regression model. How does this compare
with each of the models in Problem 4-27?

Q. . - PAYROLL MBER
429 UsF: the datalln Problem 4-27 tq find the best quad- TEAM ( $MILL?ONS) OFI\\III{CT ORIES
ratic regression model. (There is more than one to
consider.) How does this compare to the models in New York Yankees 209.1 89
Problems 4-27 and 4-28? Detroit Tigers 138.7 74
,%3 4-30 A sample of nine public universities and nine private Boston Red Sox 133.4 95
u'nivers'ities was taken. The total cost for 'the year Chicago White Sox 1212 89
(including room and board) and the median SAT
score (maximum total is 2400) at each school were Cleveland Indians 790 81
recorded. It was felt that schools with higher median Baltimore Orioles 67.2 68
SAT scores would have a better reputation and Oakland Athletics 48.0 75
Woulfi 'charge more tuition as a resu}t of that. The Los Angeles Angels 119.2 100
data is in the table below. Use regression to help an- )
swer the following questions based on this sample Seattle Mariners 118.0 61
data. Do schools with higher SAT scores charge Toronto Blue Jays 98.6 86
more in tuition and fees? Are private schools more Minnesota Twins 62.2 38
expensive than public schools when SAT scores are Kansas City Royals 582 75
Tampa Bay Rays 43.8 97
CATEGORY TOTAL COST ($) MEDIAN SAT Texas Rangers 68.2 79
Public 21,700 1990
Public 15,600 1620 Develop a regression model to predict the total num-
Public 16,900 1810 ber of victories based on the payroll of a team. Based
Public 15,400 1540 on the results of the computer output, discuss how
Public 23100 1540 accurate this model is. Use the model to predict the
’ number of victories for a team with a payroll of $79
Public 21,400 1600 million.
Public 16,500 1560 %: 4-32 Tn 2009, the New York Yankees won 103 baseball
Public 23,500 1890 games during the regular season. The table on the next
Public 20,200 1620 page lists the number of victories (W), the earned-
. run-average (ERA), and the batting average (AVG)
Private 30,400 1630 of each team in the American League. The ERA is
Private 41,500 1840 one measure of the effectiveness of the pitching staff,
Private 36,100 1980 and a lower number is better. The batting average
Private 42,100 1930 is one measure of effectiveness of the hitters, and a
. higher number is better.
Private 27,100 2130 (a) Develop a regression model that could be used to
Private 34,800 2010 predict the number of victories based on the ERA.
Private 32,100 1590 (b) Develop a regression model that could be used to
Private 31,800 1720 predict the number of victories based on the bat-
. ting average.
Private 32,100 1770
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TEAM W ERA AVG
New York Yankees 103 4.26 0.283
Los Angeles Angels 97 4.45 0.285
Boston Red Sox 95 4.35 0.270
Minnesota Twins 87 4.50 0.274
Texas Rangers 87 4.38 0.260
Detroit Tigers 86 4.29 0.260
Seattle Mariners 85 3.87 0.258
Tampa Bay Rays 84 4.33 0.263
Chicago White Sox 79 4.14 0.258
Toronto Blue Jays 75 4.47 0.266
Oakland Athletics 75 4.26 0.262
Cleveland Indians 65 5.06 0.264
Kansas City Royals 65 4.83 0.259
Baltimore Orioles 64 5.15 0.268

(c) Which of the two models is better for predicting
the number of victories?

(d) Develop a multiple regression model that in-
cludes both ERA and batting average. How does
this compare to the previous models?

;%: 4-33 The closing stock price for each of two stocks was
recorded over a 12-month period. The closing price
for the Dow Jones Industrial Average (DJIA) was
also recorded over this same time period. These val-
ues are shown in the following table:

Case Study
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MONTH DIIA STOCK 1 STOCK 2
1 11,168 48.5 324
2 11,150 48.2 31.7
3 11,186 44.5 31.9
4 11,381 44.7 36.6
5 11,679 49.3 36.7
6 12,081 493 38.7
7 12,222 46.1 39.5
8 12,463 46.2 41.2
9 12,622 47.7 433
10 12,269 48.3 39.4
11 12,354 47.0 40.1
12 13,063 47.9 421
13 13,326 47.8 45.2

(a) Develop a regression model to predict the price
of stock 1 based on the Dow Jones Industrial
Average.

(b) Develop a regression model to predict the price
of stock 2 based on the Dow Jones Industrial
Average.

(c) Which of the two stocks is most highly corre-
lated to the Dow Jones Industrial Average over
this time period?

North-South Airline

In January 2008, Northern Airlines merged with Southeast
Airlines to create the fourth largest U.S. carrier. The new
North—South Airline inherited both an aging fleet of Boeing
727-300 aircraft and Stephen Ruth. Stephen was a tough for-
mer Secretary of the Navy who stepped in as new president and
chairman of the board.

Stephen’s first concern in creating a financially solid com-
pany was maintenance costs. It was commonly surmised in the
airline industry that maintenance costs rise with the age of the
aircraft. He quickly noticed that historically there had been a
significant difference in the reported B727-300 maintenance
costs (from ATA Form 41s) both in the airframe and engine ar-
eas between Northern Airlines and Southeast Airlines, with
Southeast having the newer fleet.

On February 12, 2008, Peg Jones, vice president for opera-
tions and maintenance, was called into Stephen’s office and
asked to study the issue. Specifically, Stephen wanted to know
whether the average fleet age was correlated to direct airframe
maintenance costs, and whether there was a relationship be-
tween average fleet age and direct engine maintenance costs.

Peg was to report back by February 26 with the answer, along
with quantitative and graphical descriptions of the relationship.

Peg’s first step was to have her staff construct the average
age of Northern and Southeast B727-300 fleets, by quarter,
since the introduction of that aircraft to service by each airline
in late 1993 and early 1994. The average age of each fleet was
calculated by first multiplying the total number of calendar days
each aircraft had been in service at the pertinent point in time by
the average daily utilization of the respective fleet to total fleet
hours flown. The total fleet hours flown was then divided by the
number of aircraft in service at that time, giving the age of the
“average” aircraft in the fleet.

The average utilization was found by taking the actual total
fleet hours flown on September 30, 2007, from Northern and
Southeast data, and dividing by the total days in service for all
aircraft at that time. The average utilization for Southeast was
8.3 hours per day, and the average utilization for Northern was
8.7 hours per day. Because the available cost data were calcu-
lated for each yearly period ending at the end of the first quar-
ter, average fleet age was calculated at the same points in time.
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The fleet data are shown in the following table. Airframe cost  Djscussion Question
data and engine cost data are both shown paired with fleet aver-
age age in that table.

1. Prepare Peg Jones’s response to Stephen Ruth.

Note: Dates and names of airlines and individuals have been changed in this
case to maintain confidentiality. The data and issues described here are real.

North-South Airline Data for Boeing 727-300 Jets

NORTHERN AIRLINE DATA SOUTHEAST AIRLINE DATA
ENGINE AIRFRAME ENGINE
AIRFRAME COST COST PER AVERAGE COST PER COST PER AVERAGE
PER AIRCRAFT($) AIRCRAFT($) AGE (HOURS) AIRCRAFT($) AIRCRAFT($) AGE (HOURS)
2001 51.80 43.49 6,512 13.29 18.86 5,107
2002 54.92 38.58 8,404 25.15 31.55 8,145
2003 69.70 51.48 11,077 32.18 40.43 7,360
2004 68.90 58.72 11,717 31.78 22.10 5,773
2005 63.72 45.47 13,275 25.34 19.69 7,150
2006 84.73 50.26 15,215 32.78 32.58 9,364
2007 78.74 79.60 18,390 35.56 38.07 8,259
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Appendix 4.1 Formulas for Regression Calculations

When performing regression calculations by hand, there are other formulas that can make the
task easier and are mathematically equivalent to the ones presented in the chapter. These, how-
ever, make it more difficult to see the logic behind the formulas and to understand what the re-
sults actually mean.

When using these formulas, it helps to set up a table with the columns shown in Table 4.7,
which has the Triple A Construction Company data that was used earlier in the chapter. The
sample size (n) is 6. The totals for all columns are shown, and the averages for X and Y are cal-
culated. Once this is done, we can use the following formulas for computations in a simple lin-
ear regression model (one independent variable). The simple linear regression equation is again
given as

f/ = bo + bIX
Slope of regression equation:
p = XY — nXY
! >X? — nXx?
180.5 — 6(4)(7
p = 22T o

106 — 6(42)
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TABLE 4.7

Preliminary Calculations
for Triple A Construction
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6 3 62 =36 ?2=9 3(6) = 18

8 4 82 = 64 42 =16 4(8) = 32

9 6 92 =81 6% =36 6(9) = 54

5 4 52=25 42 =16 4(5) =120

4.5 2 452 =20.25 22=4 2(45)=9

9.5 5 9.52 = 90.25 52 =125 5(9.5) = 47.5
XY =42 >X =24 Y2 =316.5 >X? = 106 >XY = 180.5

Y =42/6 =7 X =24/6 =4
Intercept of regression equation:
b =Y — bX

by=7— 125(4) =2

Sum of squares of the error:

SSE = 3Y? — bySY — b =XY

SSE = 316.5 — 2(42) — 1.25(180.5) = 6.875

Estimate of the error variance:

SSE
s> = MSE =
n—2
6.875
2
= ——=1.71875
YT 6-2
Estimate of the error standard deviation:
s = VMSE

s = V1.71875 = 1.311

Coefficient of determination:

2 ___SSE
SyY? — ny?
, . 6875
3165 — 6(72)

= 0.6944

This formula for the correlation coefficient automatically determines the sign of r. This could
also be found by taking the square root of * and giving it the same sign as the slope:

n2XY — ZX2Y

r =

V[n=x2 = (SX)2[nSy? — (3Y)2]

6(180.5) — (24)(42)

r =

= 0.833

V[6(106) — 242][6(316.5) — 42%]
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Appendix4.2 Regression Models Using QM for Windows

PROGRAM 4.7A

Initial Input Screen for
QM for File—New—Least
Squares-Simple and
Multiple Regression

PROGRAM 4.7B

Second Input Screen for
QM for Windows

The use of QM for Windows to develop a regression model is very easy. We will use the Triple
A Construction Company data to illustrate this. After starting QM for Windows, under Modules
we select Forecasting. To enter the problem we select New and specify Least Squares—Simple
and Multiple Regression, as illustrated in Program 4.7A. This opens the window shown in
Program 4.7B. We enter the number of observations, which is 6 in this example. There is only 1
independent (X) variable. When OK is clicked, a window opens and the data is input as shown
in Program 4.7C. After entering the data, click Solve, and the forecasting results are shown as in
Program 4.7D. The equation as well as other information is provided on this screen. Additional
output is available by clicking the Window option on the toolbar.

Recall that the MSE is an estimate of the error variance (02), and the square root of this is
the standard error of the estimate. The formula presented in the chapter and used in Excel is

MSE = SSE/(n — k — 1)
where 7 is the sample size and k is the number of independent variables. This is an unbiased es-
timate of . In QM for Windows, the mean squared error is computed as
MSE = SSE/n
This is simply the average error and is a biased estimate of . The standard error shown in
Program 4.7D is not the square root of the MSE in the output, but rather is found using the de-

nominator of n — 2. If this standard error is squared, you get the MSE we saw earlier in the Ex-
cel output.

- QM for Windows

!_'Eile Edit View Module Format Tools Window Help

|D 1 ime series nayss

_I- & Open Ctrl+0 2 Least Squares - Simple and;-ﬂultip]e Regression

[~ @ Close 3 Regression projector $

& Print
B Print Screen
> Solve

Exit

Create data set for Forecasting/Least Squares - Simple and M...

—]  Title: [Tiiple A Construction Eh""lﬁﬂ.\'ﬁ'here are six pairs of observations in this samplewln tite_|

Number of Observations Row names 1 Column names

4 | I )E |B I . .
' Dbservation 1, Observation 2, Observation 3....
Nurmber of Independent Variables | © ab.c.de,..

| " AB,C.DE,..
1 | .L.D.E,
S0 ’il: | | € 1.2345..
" January, February, March, Apiil, ...

Cl'here is only one independent variable) | Other
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PROGRAM 4.7C

Data Input for Triple A
Construction Example

PROGRAM 4.7D

QM for Windows Output
for Triple A Construction
Data

PROGRAM 4.7E

ANOVA Summary Output
in QM for Windows
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The F test was used to test a hypothesis about the overall effectiveness of the model. To see
the ANOVA table, after the problem has been solved, select Window—ANOVA Summary, and

the screen shown in Program 4.7E will be displayed.

Triple & construction

Dpndnt var, Y X1
Observation 1 6 3
Ohservation 2 8 4
Observation 3 9 6
Observation 4 5 <
Observation 5 4.5 2
Observation 6 8.5 5

Forecasting Results

Trple A Construction Company Summary

Measure Value

Error Measures

Bias (Mean Error) _ 0

MAD (Mean Absolute Dewiation) 08333 ; .

MSE (Mean Squared Error) 1 1458/€he MSE is the SSE divided byD

Standard Error (denom=n-2-0=4) 1311 The standard error is the square
Regression line root of SSE divided by n-2.

t Y=
DFT;;?L 2 0\<The regression equation is

shown across two lines.

Statistics
Correlation coefficient 08333
Coefficient of determination (r*2) 06944

O]

o ANOVA Summary

Triple A construction solution
Sum Degrees of| Mean square
Freedom
SSR (Sum of squares due to regression) 15.625 1 15.625
SSE (Sum of the squared error) 6.875 4 1.7188
SST (Sum of the squares total) 225 5
F statistic 9.0909
Probability 0.0394
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Appendix 4.3 Regression Analysis in Excel QM or Excel 2007

PROGRAM 4.8A

Using Excel QM for
Regression

Excel QM

Perhaps the easiest way to do regression analysis in Excel (either 2007 or 2010) is to use Excel
QM, which is available on the companion website for this book. Once Excel QM has been
installed as an add-in to Excel (see Appendix F at the end of the book for instructions on doing
this), go to the Add-Ins tab and click Excel QM, as shown in Program 4.8A. When the menu
appears, point the cursor at Forecasting, and the options will appear. Click on Multiple Regres-
sion, as shown in Program 4.8 A, for either simple or multiple regression models.

A window will open, as shown in Program 4.8B. Enter the number of past observations and
the number of independent (X) variables. You can also enter a name or title for the problem. To
enter the data for the Triple A Construction example in this chapter, enter 6 for the past periods
(observations) and 1 for the number of independent variables. This will initialize the size of the
spreadsheet, and the spreadsheet will appear as presented in Program 4.8C.

The shaded area under Y and x 1 will be empty, but the data are entered in this shaded area,
and the calculations are automatically performed. In Program 4.8C, the intercept is 2 (the coeffi-
cient in the Y column) and the slope is 1.25 (the coefficient in the x 1 column), resulting in the
regression equation

Y =2+ 125X

which is the equation found earlier in this chapter.

Excel 2007

When doing regression in Excel (without the Excel QM add-in), the Data Analysis add-in is
used in both Excel 2010 and Excel 2007. The steps and illustrations for Excel 2010 provided
earlier in this chapter also apply to Excel 2007. However, the procedure to enable or activate this
or any other Excel add-in varies, depending on which of the two versions of Excel is being used.
See Appendix F at the end of this book for instructions for both Excel 2007 and Excel 2010.

Home Insert Page Layout Formulas Data Review View Add-Ins

Excel QM ~| Py Preferences 60 & FT ig 7 (B) (2 eMail @) PHWeb Site JIL Unload Excel QM\  4bout (@ Help

B (Go to the AdahIn tab in Excel 2007 or Excel 2010. )
Breakeven Analysis Click Excel QM. »

Custom Toolbars

Decision Analysis 14

Forecasting Ly Moving Average
__. Games [Zero Sum] Weighted Moving Average H |
I Inventory ] Exponential Smoothing

Linear, Integer & Mixed Integer Programming Trend Adjusted Exponential Smoothing

Markov Chains Regression/Trend Analysis

Material Requirements Flanning Multiple Regression
Metwark Analysis k Decomposition L\\s
Project Management

Quality Control

Regression Projector

Error Analysis
Simulation

Statistics (mean, var, sd; Mormal Dist)

Transportation

When options appear, click OD

Wiiting Linie Q’omt the cursor at Forecastmg) Multiple Regression.

Show/Hide Toolbar

Tools 4
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PROGRAM 4.8B
Initializing the
Spreadsheet in Excel QM

PROGRAM 4.8C

Input and Results for
Regression in Excel QM

APPENDIX 4.3 REGRESSION ANALYSIS IN EXCEL QM OR EXCEL 2007

i

Spreadsheet Initialization

|

Title: [ Triple A Construction Sheet name:
Mumber of {past) periods of data & =

Mame for period | Period
(Use A for A,B,C...orafora, b, c...)

Input the number of
past observations.

Mumber of independent variables (X} i =

Mame for x's X

anut the number of independent (X) variablea Click OK-

lse Default Settings I

| Help l | Cancel | r DKL\@J

A B £ D E F G H I
Triple A Construction Cfnter the past observations of Y and )9
Results appear automatically.
Forecasting Multiple regression
Enter the data inthe shadedarea. Togeta foreca/st»& he shadeddata |
area at the bottomn leftof the sheet. To forecast Y based on any value of X,
The intercepts and slope Z\Slmply input the value of X here. >
.Data are shown here. ) orecasts and Error Analysis
Y x1 Forecast |Error Absolute Squared |Abs Pct Err
\Period 1 \ 6 3 5.75 0.25 0.25 0.0625 04.17%
Period 2 \ 8 4 7 1 1 1 12.50%)
Period 3 \ o B Sﬁ'he correlation coefficient is given here. %
Period 4 \ s 4 - - o 00%
Period 5 \ 45 2 45 0 o\ o]  00.00%
Period 6 \9.5 5 8.25 1.25 1.25] | 1.5625]  13.16%
\ Total 0 5| | s875] 75.38%
Coefficients 2 1.25 Average 0| 0.83333333 1\145333 12.56%
Bias MAD MSE MAPE
SE 1.311011
Forecast 10.?5| 74
Correlation | 0.833333
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Forecasting

LEARNING OBJECTIVES

After completing this chapter, students will be able to:

1. Understand and know when to use various families
of forecasting models.

2. Compare moving averages, exponential smoothing,
and other time-series models.

3. Seasonally adjust data.

CHAPTER OUTLINE

5.1 Introduction
5.2 Types of Forecasts
5.3 Scatter Diagrams and Time Series

4. Understand Delphi and other qualitative decision-
making approaches.

5. Compute a variety of error measures.

5.4 Measures of Forecast Accuracy
5.5 Time-Series Forecasting Models
5.6 Monitoring and Controlling Forecasts

Sales ¢ Internet Case Study ¢ Bibliography
Appendix 5.1:  Forecasting with QM for Windows

Summary ¢ Glossary ¢ Key Equations ¢ Solved Problems ¢ Self-Test ¢ Discussion Questions and Problems ¢ Internet
Homework Problems ¢ Case Study: Forecasting Attendance at SWU Football Games ¢ Case Study: Forecasting Monthly
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5.1 Introduction

No single method is superior.
Whatever works best should be
used.

5.2 Types of Forecasts

Every day, managers make decisions without knowing what will happen in the future. Inventory
is ordered though no one knows what sales will be, new equipment is purchased though no one
knows the demand for products, and investments are made though no one knows what profits
will be. Managers are always trying to reduce this uncertainty and to make better estimates of
what will happen in the future. Accomplishing this is the main purpose of forecasting.

There are many ways to forecast the future. In numerous firms (especially smaller ones),
the entire process is subjective, involving seat-of-the-pants methods, intuition, and years of ex-
perience. There are also many quantitative forecasting models, such as moving averages, expo-
nential smoothing, trend projections, and least squares regression analysis.

The following steps can help in the development of a forecasting system. While steps 5 and
6 may not be as relevant if a qualitative model is selected in step 4, data are certainly necessary
for the quantitative forecasting models presented in this chapter.

Eight Steps to Forecasting

1. Determine the use of the forecast—what objective are we trying to obtain?

2. Select the items or quantities that are to be forecasted.

3. Determine the time horizon of the forecast—is it 1 to 30 days (short term), 1 month to
1 year (medium term), or more than 1 year (long term)?

. Select the forecasting model or models.

. Gather the data or information needed to make the forecast.

. Validate the forecasting model.

. Make the forecast.

. Implement the results.

0NN LK

These steps present a systematic way of initiating, designing, and implementing a forecast-
ing system. When the forecasting system is to be used to generate forecasts regularly over time,
data must be collected routinely, and the actual computations or procedures used to make the
forecast can be done automatically.

There is seldom a single superior forecasting method. One organization may find regression
effective, another firm may use several approaches, and a third may combine both quantitative
and subjective techniques. Whatever tool works best for a firm is the one that should be used.

The three categories of models
are time series, causal, and
qualitative.

In this chapter we consider forecasting models that can be classified into one of three categories:
time-series models, causal models, and qualitative models (see Figure 5.1).

Time-Series Models

Time-series models attempt to predict the future by using historical data. These models make
the assumption that what happens in the future is a function of what has happened in the past. In
other words, time-series models look at what has happened over a period of time and use a se-
ries of past data to make a forecast. Thus, if we are forecasting weekly sales for lawn mowers,
we use the past weekly sales for lawn mowers in making the forecast.

The time-series models we examine in this chapter are moving average, exponential smooth-
ing, trend projections, and decomposition. Regression analysis can be used in trend projections and
in one type of decomposition model. The primary emphasis of this chapter is time series forecasting.

Causal Models

Causal models incorporate the variables or factors that might influence the quantity being fore-
casted into the forecasting model. For example, daily sales of a cola drink might depend on the
season, the average temperature, the average humidity, whether it is a weekend or a weekday,
and so on. Thus, a causal model would attempt to include factors for temperature, humidity,
season, day of the week, and so on. Causal models may also include past sales data as time-
series models do, but they include other factors as well.
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FIGURE 5.1
Forecasting Models

Overview of four qualitative or

judgmental approaches: Delphi,
jury of executive opinion, sales

force composite, and consumer
market survey.
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Forecasting

Techniques
Qualitative Time-Series Causal
Models Methods Methods
Delphi | Moving Regression
Method Averages Analysis
| Jury of Executive | Exponential Multiple
Opinion Smoothing Regression
Sales Force | Trend
Composite Projections
Consumer L— Decomposition

"~ Market Survey

Our job as quantitative analysts is to develop the best statistical relationship between sales
or the variable being forecast and the set of independent variables. The most common quantita-
tive causal model is regression analysis, which was presented in Chapter 4. The examples in
Sections 4.8 and 4.9 illustrate how a regression model can be used in forecasting. Specifically,
they demonstrate how to predict the selling price of a house based on characteristics such as
size, age, and condition of the house. Other causal models do exist, and many of them are based
on regression analysis.

Qualitative Models

Whereas time-series and causal models rely on quantitative data, qualitative models attempt to
incorporate judgmental or subjective factors into the forecasting model. Opinions by experts, in-
dividual experiences and judgments, and other subjective factors may be considered. Qualitative
models are especially useful when subjective factors are expected to be very important or when
accurate quantitative data are difficult to obtain.

Here is a brief overview of four different qualitative forecasting techniques:

1. Delphi method. This iterative group process allows experts, who may be located in differ-
ent places, to make forecasts. There are three different types of participants in the Delphi
process: decision makers, staff personnel, and respondents. The decision making group
usually consists of 5 to 10 experts who will be making the actual forecast. The staff person-
nel assist the decision makers by preparing, distributing, collecting, and summarizing a
series of questionnaires and survey results. The respondents are a group of people whose
judgments are valued and are being sought. This group provides inputs to the decision
makers before the forecast is made.

In the Delphi method, when the results of the first questionnaire are obtained, the
results are summarized and the questionnaire is modified. Both the summary of the results
and the new questionnaire are then sent to the same respondents for a new round of
responses. The respondents, upon seeing the results from the first questionnaire, may view
things differently and may modify their original responses. This process is repeated with
the hope that a consensus is reached.

2. Jury of executive opinion. This method takes the opinions of a small group of high-level man-
agers, often in combination with statistical models, and results in a group estimate of demand.

3. Sales force composite. In this approach, each salesperson estimates what sales will be in
his or her region; these forecasts are reviewed to ensure that they are realistic and are then
combined at the district and national levels to reach an overall forecast.

4. Consumer market survey. This method solicits input from customers or potential customers
regarding their future purchasing plans. It can help not only in preparing a forecast but also
in improving product design and planning for new products.
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IN ACTION

Scientists at the National Hurricane Center (NHC) of the Na-
tional Weather Service have the very difficult job of predicting
where the eye of a hurricane will hit land. Accurate forecasts are
extremely important to coastal businesses and residents who
need to prepare for a storm or perhaps even evacuate. They are
also important to local government officials, law enforcement
agencies, and other emergency responders who will provide help
once a storm has passed. Over the years, the NHC has tremen-
dously improved the forecast accuracy (measured by the mean
absolute deviation [MAD]) in predicting the actual landfall loca-
tion for hurricanes that originate in the Atlantic Ocean.

The NHC provides forecasts and periodic updates of where the
hurricane eye will hit land. Such landfall location predictions are

Hurricane Landfall Location Forecasts and
the Mean Absolute Deviation

recorded when a hurricane is 72 hours, 48 hours, 36 hours, 24
hours, and 12 hours away from actually reaching land. Once the
hurricane has come ashore, these forecasts are compared to the
actual landfall location, and the error (in miles) is recorded.
At the end of the hurricane season, the errors for all the hurricanes
in that year are used to calculate the MAD for each type of fore-
cast (12 hours away, 24 hour away, etc.). The graph below shows
how the landfall location forecast has improved since 1989. Dur-
ing the early 1990s, the landfall forecast when the hurricane was
48 hours away had an MAD close to 200 miles; in 2009, this num-
ber was down to about 75 miles. Clearly, there has been vast
improvement in forecast accuracy, and this trend is continuing.

Source: Based on National Hurricane Center, http://www.nhc.noaa.gov.

MAD (in Miles)
of Hurricane Landfall Location
Forecast 1989-2009
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5.3 Scatter Diagrams and Time Series

A scatter diagram helps obtain
ideas about a relationship.

As with regression models, scatter diagrams are very helpful when forecasting time series. A scat-
ter diagram for a time series may be plotted on a two-dimensional graph with the horizontal axis
representing the time period. The variable to be forecast (such as sales) is placed on the vertical axis.

Let us consider the example of a firm that needs to forecast sales for three different products.

Wacker Distributors notes that annual sales for three of its products—television sets,
radios, and compact disc players—over the past 10 years are as shown in Table 5.1. One sim-
ple way to examine these historical data, and perhaps to use them to establish a forecast, is to
draw a scatter diagram for each product (Figure 5.2). This picture, showing the relationship be-
tween sales of a product and time, is useful in spotting trends or cycles. An exact mathematical

model that describes the situation can then be developed if it appears reasonable to do so.
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TABLE 5.1

Annual Sales of
Three Products

FIGURE 5.2
Scatter Diagram for Sales

5.3 SCATTER DIAGRAMS AND TIME SERIES

177

Nl N e " S I

(=}

250
250
250
250
250
250
250
250
250
250

300
310
320
330
340
350
360
370
380
390

110
100
120
140
170
150
160
190
200
190

(a)

(b)

(c)

Annual Sales of Radios Annual Sales of Televisions

Annual Sales of CD Players

300
250
200
150
100

50

420
400
380
360
340
320
300
280

_——— Sales appear to be constant over time.

y

0

[
12

34567

Time (Years)

(I
8 91

0

[
12

34567

Time (Years)

(I
8 91

0

[
12

34567

Time (Years)

(I
8 91

0

This horizontal line could be described by
the equation

Sales = 250

That is, no matter what year (1, 2, 3, and
so on) we insert into the equation, sales
will not change. A good estimate of future
sales (in year 11) is 250 televisions!

Sales appear to be increasing at a
constant rate of 10 radios each year.

If the line is extended left to the vertical
axis, we see that sales would be 290
in year 0. The equation

Sales = 290 + 10(Year)

best describes this relationship between
sales and time. A reasonable estimate
of radio sales in year 11 is 400,

in year 12, 410 radios.

This trend line may not be perfectly
accurate because of variation each
year. But CD sales do appear to
have been increasing over the past
10 years. If we had to forecast future
sales, we would probably pick a
larger figure each year.
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5.4 Measures of Forecast Accuracy

The naive forecast for the next
period is the actual value
observed in the current period.

TABLE 5.2

Computing the Mean
Absolute Deviation
(MAD)

We discuss several different forecasting models in this chapter. To see how well one model
works, or to compare that model with other models, the forecasted values are compared with the
actual or observed values. The forecast error (or deviation) is defined as follows:

Forecast error = Actual value — Forecast value

One measure of accuracy is the mean absolute deviation (MAD). This is computed by tak-
ing the sum of the absolute values of the individual forecast errors and dividing by the numbers
of errors (n):

> |forecast error|

MAD (5-1)

n
Consider the Wacker Distributors sales of CD players shown in Table 5.1. Suppose that in the
past, Wacker had forecast sales for each year to be the sales that were actually achieved in the
previous year. This is sometimes called a naive model. Table 5.2 gives these forecasts as well as
the absolute value of the errors. In forecasting for the next time period (year 11), the forecast
would be 190. Notice that there is no error computed for year 1 since there was no forecast for
this year, and there is no error for year 11 since the actual value of this is not yet known. Thus,
the number of errors (n) is 9.
From this, we see the following:

> [forecasterror| 160
n 9

MAD =

=178

This means that on the average, each forecast missed the actual value by 17.8 units.

Other measures of the accuracy of historical errors in forecasting are sometimes used
besides the MAD. One of the most common is the mean squared error (MSE), which is the
average of the squared errors:”

2
MSE = E(‘:mr) (5-2)

ACTUAL ABSOLUTE VALUE OF
SALES OF CD FORECAST ERRORS (DEVIATION).
PLAYERS SALES |ACTUAL-FORECAST]|
1 110 — —
2 100 110 [100 — 110| = 10
3 120 100 [120 — 100| = 20
4 140 120 [140 — 120 = 20
5 170 140 [170 — 140| = 30
6 150 170 [150 — 170 = 20
7 160 150 |160 — 150| = 10
8 190 160 [190 — 160| = 30
9 200 190 |200 — 190| = 10
10 190 200 [190 — 200| = 10
11 — 190 —

Sum of |errors| = 160
MAD = 160/9 = 17.8

“In regression analysis, the MSE formula is usually adjusted to provide an unbiased estimator of the error variance.
Throughout this chapter, we will use the formula provided here.
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MODELING IN THE REAL WORLD |[Hsintetiuhabiashny )

Defining Defining the Problem
the Problem To drive production at each of Tupperware’s 15 plants in the United States, Latin America, Africa, Europe,
and Asia, the firm needs accurate forecasts of demand for its products.
y .
el Developing a Model
a Model A variety of statistical models are used, including moving averages, exponential smoothing, and regression
analysis. Qualitative analysis is also employed in the process.
et Acquiring Input Data
Input Data At world headquarters in Orlando, Florida, huge databases are maintained that map the sales of each
product, the test market results of each new product (since 20% of the firm’s sales come from products
less than 2 years old), and where each product falls in its own life cycle.
v . .
Developing Developing a Solution

a Solution Each of Tupperware’s 50 profit centers worldwide develops computerized monthly, quarterly, and

12-month sales projections. These are aggregated by region and then globally.
Testing the Testing the Solution | o |
Solution Reviews of these forecasts take place in sales, marketing, finance, and production departments.
Y .
Analyzing Analyzing the Results
the Results Participating managers analyze forecasts with Tupperware’s version of a “jury of executive opinion.”
: Implementing the Results
Implementing
the Results Forecasts are used to schedule materials, equipment, and personnel at each plant.
Source: Interviews by the authors with Tupperware executives.
- /
Besides the MAD and MSE, the mean absolute percent error (MAPE) is sometimes used.
The MAPE is the average of the absolute values of the errors expressed as percentages of the
actual values. This is computed as follows:
error
actual
MAPE = ———100% (5-3)
n
Three common measures of error There is another common term associated with error in forecasting. Bias is the average er-
are MAD, MSE, and MAPE. ror and tells whether the forecast tends to be too high or too low and by how much. Thus, bias

Bias gives the average error and may be negative or positive. It is not a good measure of the actual size of the errors because the
may be positive or negative. negative errors can cancel out the positive errors.
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5.5 Time-Series Forecasting Models

Four components of a time series
are trend, seasonality, cycles, and
random variations.

FIGURE 5.3

Product Demand Charted
over 4 Years, with Trend
and Seasonality
Indicated

A time series is based on a sequence of evenly spaced (weekly, monthly, quarterly, and so on)
data points. Examples include weekly sales of HP personal computers, quarterly earnings re-
ports of Microsoft Corporation, daily shipments of Eveready batteries, and annual U.S. con-
sumer price indices. Forecasting time-series data implies that future values are predicted only
from past values of that variable (such as we saw in Table 5.1) and that other variables, no mat-
ter how potentially valuable, are ignored.

Components of a Time Series

Analyzing time series means breaking down past data into components and then projecting them
forward. A time series typically has four components:

1. Trend (T) is the gradual upward or downward movement of the data over time.

2. Seasonality (S) is a pattern of the demand fluctuation above or below the trend line that
repeats at regular intervals.

3. Cycles (C) are patterns in annual data that occur every several years. They are usually tied
into the business cycle.

4. Random variations (R) are “blips” in the data caused by chance and unusual situations;
they follow no discernible pattern.

Figure 5.3 shows a time series and its components.
There are two general forms of time-series models in statistics. The first is a multiplicative
model, which assumes that demand is the product of the four components. It is stated as follows:

Demand =7 X S X C X R

An additive model adds the components together to provide an estimate. Multiple regres-
sion is often used to develop additive models. This additive relationship is stated as follows:

Demand =7 +S +C + R

There are other models that may be a combination of these. For example, one of the components
(such as trend) might be additive while another (such as seasonality) could be multiplicative.
Understanding the components of a time series will help in selecting an appropriate fore-
casting technique to use. If all variations in a time series are due to random variations, with no
trend, seasonal, or cyclical component, some type of averaging or smoothing model would be
appropriate. The averaging techniques in this chapter are moving average, weighted moving
average, and exponential smoothing. These methods will smooth out the forecasts and not be

A
Trend

8 Component
=
& Seasonal Peaks >
: l
©
3 Actual
e) Demand
e o Line
g l Average Demand
< over 4 Years
=
[0
[a)

| | | | >

Year Year Year Year

Time
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Moving averages smooth out
variations when forecasting
demands are fairly steady.

Weights can be used to put more
emphasis on recent periods.

TABLE 5.3

Wallace Garden
Supply Shed Sales
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too heavily influenced by random variations. However, if there is a trend or seasonal pattern
present in the data, then a technique which incorporates that particular component into the fore-
cast should be used. Two such techniques are exponential smoothing with trend and trend pro-
jections. If there is a seasonal pattern present in the data, then a seasonal index may be
developed and used with any of the averaging methods. If both trend and seasonal components
are present, then a method such as the decomposition method should be used.

Moving Averages
Moving averages are useful if we can assume that market demands will stay fairly steady over
time. For example, a four-month moving average is found simply by summing the demand dur-
ing the past four months and dividing by 4. With each passing month, the most recent month’s
data are added to the sum of the previous three months’ data, and the earliest month is dropped.
This tends to smooth out short-term irregularities in the data series.

An n-period moving average forecast, which serves as an estimate of the next period’s
demand, is expressed as follows:

Sum of demands in previous n periods

Moving average forecast = (5-4)
n

Mathematically, this is written as

Y, + Y, + o+ Y,
Ft+1: t t - t—n (5_5)

where

F,+, = forecast for time period t + 1

Y, = actual value in time period ¢

n = number of periods to average

A 4-month moving average has n = 4; a 5-month moving average has n = 5.

WALLACE GARDEN SUPPLY EXAMPLE Storage shed sales at Wallace Garden Supply are shown
in the middle column of Table 5.3. A 3-month moving average is indicated on the right. The
forecast for the next January, using this technique, is 16. Were we simply asked to find a fore-
cast for next January, we would only have to make this one calculation. The other forecasts are
necessary only if we wish to compute the MAD or another measure of accuracy.

WEIGHTED MOVING AVERAGE A simple moving average gives the same weight (1/n) to each
of the past observations being used to develop the forecast. On the other hand, a weighted
moving average allows different weights to be assigned to the previous observations. As the

MONTH ACTUAL SHED SALES 3-MONTH MOVING AVERAGE
January 10

February 12

March 13 —

April 16 (10+ 12+ 13)/3=11.67
May 19 (12 + 13 +16)/3 = 13.67
June 23 (13 + 16 + 19)/3 = 16.00
July 26 (16 + 19 +23)/3 =19.33
August 30 (19 + 23 +26)/3 = 22.67
September 28 (23 +26 + 30)/3 =26.33
October 18 (26 + 30 + 28)/3 = 28.00
November 16 (30 +28 + 18)/3 =25.33
December 14 (28 + 18 + 16)/3 =20.67

January — (18 + 16 + 14)/3 = 16.00
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Moving averages have two
problems: the larger number of
periods may smooth out real
changes, and they don’t pick up
trend.

weighted moving average method typically assigns greater weight to more recent observations,
this forecast is more responsive to changes in the pattern of the data that occur. However, this is
also a potential drawback to this method because the heavier weight would also respond just as
quickly to random fluctuations.

A weighted moving average may be expressed as

> (Weight in period i) (Actual value in period i)

Fip = (5-6
Ak > (Weights) )
Mathematically, this is
wY, +wY, .+ - +wY,_
Fop = 14t 20 t—1 ntt—n+1 (5-7)
w1+w2+ +w,,

where
w; = weight for ith observation

Wallace Garden Supply decides to use a 3-month weighted moving average forecast with
weights of 3 for the most recent observation, 2 for the next observation, and 1 for the most dis-
tant observation. This would be implemented as follows:

WEIGHTS APPLIED PERIOD

3 Last month
2 2 months ago
1 3 months ago

@ X Sales last month + @ X Sales 2 months ago + @ X Sales 3 months ago

@\

Sum of the weights

The results of the Wallace Garden Supply weighted average forecast are shown in Table 5.4. In
this particular forecasting situation, you can see that weighting the latest month more heavily
provides a much more accurate projection, and calculating the MAD for each of these would
verify this.

Choosing the weights obviously has an important impact on the forecasts. One way to
choose weights is to try various combinations of weights, calculate the MAD for each, and
select the set of weights that results in the lowest MAD. Some forecasting software has an op-
tion to search for the best set of weights, and forecasts using these weights are then provided.
The best set of weights can also be found by using nonlinear programming, as will be seen in a
later chapter.

Some software packages require that the weights add to 1, and this would simplify Equa-
tion 5-7 because the denominator would be 1. Forcing the weights to sum to 1 is easily achieved
by dividing each of the weights by the sum of the weights. In the Wallace Garden Supply exam-
ple in Table 5.4, the weights are 3, 2, and 1, which add to 6. These weights could be revised to
the new weights 3/6, 2/6, and 1/6, which add to 1. Using these weights gives the same forecasts
shown in Table 5.4.

Both simple and weighted moving averages are effective in smoothing out sudden fluctua-
tions in the demand pattern in order to provide stable estimates. Moving averages do, however,
have two problems. First, increasing the size of n (the number of periods averaged) does smooth
out fluctuations better, but it makes the method less sensitive to real changes in the data should
they occur. Second, moving averages cannot pick up trends very well. Because they are aver-
ages, they will always stay within past levels and will not predict a change to either a higher or a
lower level.

USING EXCEL AND EXCEL QM IN FORECASTING Excel and spreadsheets in general are frequently
used in forecasting. Many forecasting techniques are supported by built-in Excel functions. You
can also use Excel QM’s forecasting module, which has several components. To access Excel
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TABLE 5.4

Weighted Moving
Average Forecast
for Wallace Garden

Supply

PROGRAM 5.1A

Selecting the Forecasting
Module in Excel QM
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MONTH ACTUAL SHED SALES 3-MONTH MOVING AVERAGE
January 10
February 12
March 13 v l
April 16 [(3 X 13) + (2 X 12) + (10)]/6 = 12.17
May 19 [(3 X 16) + (2 X 13) + (12)]/6 = 14.33
June 23 [(3 X 19) + (2 X 16) + (13)]/6 = 17.00
July 26 [(3 X 23) + (2 X 19) + (16)]/6 = 20.5
August 30 [(3 X 26) + (2 X 23) + (19)]/6 = 23.83
September 28 [(3 X 30) + (2 X 26) + (23)]/6 = 27.5
October 18 [(3 X 28) + (2 X 30) + (26)]/6 = 28.33
November 16 [(3 X 18) + (2 X 28) + (30)]/6 = 23.33
December 14 [(3 X 16) + (2 X 18) + (28)]/6 = 18.67
January — [(3 X 14) + (2 X 16) + (18)]/6 = 15.33

QM after it has been installed in Excel 2010 or Excel 2007 (see Appendix F for information
about installing Excel QM), go to the Add-Ins tab and select Excel QM and then select
Forecasting. If you click on a technique such as Moving Average, Weighted Moving Average, or
Exponential Smoothing, an input window will open. To use Excel QM for the Wallace Garden
Supply weighted moving average forecast, select Forecasting—Weighted Moving Average, as
shown in Program 5.1A. Enter the number of past periods of data and the number of periods to
be averaged, as shown in Program 5.1B. Click OK when finished, and a spreadsheet will be ini-
tialized. Simply enter the past observations and any parameters, such as the number of periods
to be averaged, and the output will automatically appear because the formulas are automatically
generated by Excel QM. Program 5.1C provides the results. To display the formulas in Excel,
simply press Ctrl+ (grave accent). Pressing this again returns the display to the values instead
of the formulas.

Formulas Data Review View Add-Ins

m_ Home Insert

_E_xce[ QM'- PH Preferences 'EE = E“' im & @ ([}l ebdail QPH Web S

Assignment
From the Add-Ins tab, select Excel QM.
EBreakeven Analysis

" Custom Toolbars

Page Layout

Unload Excel QM

Decision Analysis

A 1=

Forecasting L Maoving Average

Games [Zero Sumj

=l

Weighted Moving Averag

Inventory GUt the cursor over Forecasting) Exponential Smoothing

Linear, Integer & Mixed Integer Programming

Markov Chains

Trend Adjusted Exponential Smoothing
Regression/Trend Analysis

Material Requirements Planning Multiple Regression

MNetwork Analysis Decamposition

Eegjesthianagement Regression Projector

Cuality Contraol
Error Analysis

slnuiaen (Click on the method that appears on the right.
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PROGRAM 5.1B

Initialization Screen for
Weighted Moving
Average

PROGRAM 5.1C

Weighted Moving
Average in Excel QM for
Wallace Garden Supply

Spreadsheet Initialization( Input the title. ) -~ ﬂ-J '

anut the number of past observations.

Title: |Wallace Garden Supply Sheet name:
Options

Mumber of {past) periods of data 12 EH
|| Tracking Signal
Mame for period | Period

(Use A for A,B,C...orafora, b, c...)

[¥] Graph

Mumber of periods to average 3 =

Gou may select to see a graph of the data.

@put the number of periods to average)

Click OK.

| Use Default Settings |

Help | | Cancel Ok |
| A B c D E F G H
;_ Wallace Garcle@\put the past observations)
3 Forecasting Weighted'moving averages - 3 period moving average

The names of the periods

b 2123 [ Past forecasts, errors, and measures of accuracy are shown.
can be changed. o bc{ ' ' 4

3 J

7 |Data Forecasts and Error Analysis

8 Period Demand Weights Forecast [Error Absolute | Squared |Abs Pct Err
9 January 10 11

10 | February 12 e

11 |March 13 E:

12 April 16 \ 121667 3.8333[ 38333 14.6944 23.96%
13 |May =2 143333| 4.6667| 46667 21.777% 24 56%
14 June Input the weight. Note that | 17 6 B 36 26.09%
15 [July the highest weight is for the 0.5 55 55 30.25 21.15%
16 |August most recent observation. 33 61667 6.1667| 38.0278 20.56%
17 | September U —27 & 0.5 0.5 0.25 01.79%
18 |October 18 28.3333| -10.3333| 10.3333| 106.7778 7 41%
19 |November 16 23.3333| -7.3333| 7.3333| 6379778 45.83%
20 December 14 18.6667| -A.BBGT| 4.6867| 21.7778 33.33%
21 Total 4.3333] 49.0000] 323.3333| 25468%
22 @’e forecast for the next period is here) Average | 0.4815] 5.4444] 35.9259 28.30%
23 Bias MAD MSE MAPE

24 SE 6.79636

25 Next period 15.3333333)

Exponential Smoothing

Exponential smoothing is a forecasting method that is easy to use and is handled efficiently by
computers. Although it is a type of moving average technique, it involves little record keeping
of past data. The basic exponential smoothing formula can be shown as follows:

New forecast = Last period’s forecast (5-8)
+ a(Last period’s actual demand — Last period’s forecast)

where « is a weight (or smoothing constant) that has a value between 0 and 1, inclusive.
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The smoothing constant, o,
allows managers to assign weight
to recent data.
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Equation 5-8 can also be written mathematically as
Fii1=F, +aY, — F) (5-9)
where

F;+1 = new forecast (for time period ¢ + 1)
F; = previous forecast (for time period f)
a = smoothing constant (0 =< o = 1)
Y, = previous period’s actual demand

The concept here is not complex. The latest estimate of demand is equal to the old estimate
adjusted by a fraction of the error (last period’s actual demand minus the old estimate).

The smoothing constant, «, can be changed to give more weight to recent data when the
value is high or more weight to past data when it is low. For example, when a = 0.5, it can be
shown mathematically that the new forecast is based almost entirely on demand in the past three
periods. When a = 0.1, the forecast places little weight on any single period, even the most
recent, and it takes many periods (about 19) of historic values into account.”

For example, in January, a demand for 142 of a certain car model for February was pre-
dicted by a dealer. Actual February demand was 153 autos. Using a smoothing constant of
o = 0.20, we can forecast the March demand using the exponential smoothing model. Substi-
tuting into the formula, we obtain

142 + 0.2(153 — 142)
= 1442

New forecast (for March demand)

Thus, the demand forecast for the cars in March is 144.
Suppose that actual demand for the cars in March was 136. A forecast for the demand in
April, using the exponential smoothing model with a constant of &« = 0.20, can be made:
New forecast (for April demand) = 144.2 + 0.2(136 — 144.2)
142.6, or 143 autos

SELECTING THE SMOOTHING CONSTANT The exponential smoothing approach is easy to use
and has been applied successfully by banks, manufacturing companies, wholesalers, and
other organizations. The appropriate value of the smoothing constant, a, however, can make
the difference between an accurate forecast and an inaccurate forecast. In picking a value for
the smoothing constant, the objective is to obtain the most accurate forecast. Several values
of the smoothing constant may be tried, and the one with the lowest MAD could be selected.
This is analogous to how weights are selected for a weighted moving average forecast. Some
forecasting software will automatically select the best smoothing constant. QM for Windows
will display the MAD that would be obtained with values of a ranging from O to 1 in incre-
ments of 0.01.

PORT OF BALTIMORE EXAMPLE Let us apply this concept with a trial-and-error testing of
two values of « in an example. The port of Baltimore has unloaded large quantities of grain
from ships during the past eight quarters. The port’s operations manager wants to test the use
of exponential smoothing to see how well the technique works in predicting tonnage unloaded.
He assumes that the forecast of grain unloaded in the first quarter was 175 tons. Two values
of a are examined: a = 0.10 and o = .50. Table 5.5 shows the detailed calculations for
a = 0.10 only.

“The term exponential smoothing is used because the weight of any one period’s demand in a forecast decreases expo-
nentially over time. See an advanced forecasting book for algebraic proof.
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TABLE 5.5

Port of Baltimore
Exponential
Smoothing Forecasts
for @« = 0.10

and a = 0.50

Two smoothing constants are
used.

TABLE 5.6

Absolute Deviations
and MADs for the
Port of Baltimore
Example

ACTUAL TONNAGE FORECAST FORECAST
QUARTER UNLOADED USING o =0.10 USING « = 0.50

1 180 175 175

2 168 175.5 =175.00 + 0.10(180 — 175) 177.5

3 159 174.75 = 175.50 + 0.10(168 — 175.50) 172.75

4 175 173.18 = 174.75 + 0.10(159 — 174.75) 165.88

5 190 173.36 = 173.18 + 0.10(175 — 173.18) 170.44

6 205 175.02 = 173.36 + 0.10(190 — 173.36) 180.22

7 180 178.02 = 175.02 + 0.10(205 — 175.02) 192.61

8 182 178.22 = 178.02 + 0.10(180 — 178.02) 186.30

9 ? 178.60 = 178.22 + 0.10(182 — 178.22) 184.15

To evaluate the accuracy of each smoothing constant, we can compute the absolute devia-
tions and MADs (see Table 5.6). Based on this analysis, a smoothing constant of & = 0.10 is
preferred to a = 0.50 because its MAD is smaller.

USING EXCEL QM FOR EXPONENTIAL SMOOTHING Program 5.2 illustrates how Excel QM han-
dles exponential smoothing with the port of Baltimore example.

EXPONENTIAL SMOOTHING WITH TREND ADJUSTMENT The averaging or smoothing forecast-
ing techniques are useful when a time series has only a random component, but these techniques
fail to respond to trends. If there is trend present in the data, a forecasting model that explicitly
incorporates this into the forecast should be used. One such technique is the exponential smooth-
ing with trend model. The idea is to develop an exponential smoothing forecast and then adjust
this for trend. Two smoothing constants, « and [3, are used in this model, and both of these val-
ues must be between 0 and 1. The level of the forecast is adjusted by multiplying the first
smoothing constant, a, by the most recent forecast error and adding it to the previous forecast.
The trend is adjusted by multiplying the second smoothing constant, 3, by the most recent error
or excess amount in the trend. A higher value gives more weight to recent observations and thus
responds more quickly to changes in the patterns.

As with simple exponential smoothing, the first time a forecast is developed, a previous
forecast (F,) must be given or estimated. If none is available, often the initial forecast is as-

ACTUAL ABSOLUTE ABSOLUTE

TONNAGE FORECAST DEVIATIONS FORECAST DEVIATIONS
QUARTER UNLOADED WITHa=0.10 FORa=0.10 WITHa=0.50 FOR a=0.50

1 180 175 5 175 5
2 168 175.5 7.5 177.5 9.5
3 159 174.75 15.75 172.75 13.75
4 175 173.18 1.82 165.88 9.12
5 190 173.36 16.64 170.44 19.56
6 205 175.02 29.98 180.22 24.78
7 180 178.02 1.98 192.61 12.61
8 182 178.22 3.78 186.30 43
Sum of absolute deviations 82.45 98.63

_ Z|deviation|

MAD = 10.31 MAD =12.33
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PROGRAM 5.2

Port of Baltimore
Exponential Smoothing
Example in Excel QM

Estimate or assume initial values
for Foand T,
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A B g n E E e H
1 .POI‘E of Baltimore ' G‘initial forecast is given, enter it here. If you do not wanD .
5 I to include the error for this initial forecast, cells E10:H10.
3 Forecasting Exponential smoothing
4 ' Enter alpha (between 0 and 1), enter the past demands intheshaded column then entera
5 startingforecast. If the starting fnre!::ast is notinthe first pepiod then delete the error |
- analysis for all rows above the starting forecast.
7 EAIpha Enter the data and alpha ta/
g Data Forecasts and Error Analysis
9 Period Demand' Forecast|Error |Absolut| Square¢Abs PctE
10 | Quarter 1 180 1rs 5 5 25| 0278%
11 Quarter 2 168 1f5.5 -5 7.5 5625 0446%
12 | Quarter 3 159 17475 1575 1575| 248.06] 09.91%
13 | Quarter 4 175 173175 1825 1825 33306] 01.04%
14 | Quarter 5 190 173.358| 16643 16643 27697 08.76%
15 Quarter 5 205 175.022( 29978 29.978| 8987 1462%
16 | Quarter 7 180 17602 19804 19804 39221| 0110%
17 | Quarter 8 182 178.218| 3.7624| 3.7624| 14.306| 002078
18 | Total| 35.959| 82.459| 1526.5| 44.75%
19 _Ehe forecast for quarter 9 is hera Average| 4.4948| 10.307| 190.82| 05.59%
20 | Bias | MAD | MSE |MAPE
21 SE| 15.951
22 Next peri{ 178.596|

sumed to be perfect. In addition, a previous trend (7';) must be given or estimated. This is often
estimated using other past data, if available, or by using subjective means, or by calculating the
increase (or decrease) observed during the first few time periods of the data available. Without
such an estimate available, the trend is sometimes assumed to be O initially, although this may
lead to poor forecasts if the trend is large and 3 is small. Once these initial conditions have been
set, the exponential smoothing forecast including trend (FIT,) is developed using three steps:
Step 1. Compute the smoothed forecast (F, ) for time period ¢ + 1 using the equation
Smoothed forecast = Previous forecast including trend + «(Last error)

F,41 = FIT, + «(Y, — FIT,) (5-10)

Step 2. Update the trend (7;41) using the equation
Smoothed trend = Previous trend + {(Error or excess in trend)

Tiy1 =T, + B(F;+ — FIT)) (5-11)
Step 3. Calculate the trend-adjusted exponential smoothing forecast (FIT,;1) using the
equation

Forecast including trend (FIT,+1) = Smoothed forecast (F,;1) + Smoothed trend (7T, 1)
FIT;+1 = Fipq + T (5-12)

where

T, = smoothed trend for time period ¢

>
|

= smoothed forecast for time period ¢
FIT,; = forecast including trend for time period ¢
o = smoothing constant for forecasts

™
Il

smoothing constant for trend
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TABLE 5.7

Midwestern
Manufacturing’s
Demand

YEAR ELECTRICAL GENERATORS SOLD

2004 74
2005 79
2006 80
2007 90
2008 105
2009 142
2010 122

Consider the case of Midwestern Manufacturing Company, which has a demand for electri-
cal generators over the period 2004 to 2010 as shown in Table 5.7. To use the trend-adjusted
exponential smoothing method, first set initial conditions (previous values for F' and T) and
choose o and 3. Assuming that F'; is perfect and 7'; is 0, and picking 0.3 and 0.4 for the smooth-
ing constants, we have

Fi=74 T;=0 a«=03 B=04
This results in
FIT1:F1+T1:74+O:74

Following the three steps to get the forecast for 2005 (time period 2), we have

Step 1. Compute F, . using the equation
F,41 = FIT, + o(Y, — FIT,)

F2 - FIT] + 03(Y1 - FITl) = 74 + 03(74 - 74) = 74
Step 2. Update the trend (7', ) using the equation

Ty =T, + B(FHJ - FITJ

T2 = Tl + 04(F2 - FIT]) = O + 04(74 - 74) = 0
Step 3. Calculate the trend-adjusted exponential smoothing forecast (FIT,;1) using the
equation
FIT2:F2+T2:74+O:74

For 2006 (time period 3) we have

Step 1.
F3 = FIT, + 03(Y, — FIT,) = 74 + 0.3(79 — 74) = 75.5
Step 2.
T3 = T2 + 04(F3 - FITQ) =0+ 04(755 - 74) = 0.6
Step 3.

FIT; = F3 + T3 = 75.5 + 0.6 = 76.1

The other results are shown in Table 5.8. The forecast for 2011 would be about 131.35.
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Using Excel QM for Trend-Adjusted Exponential Smoothing

Program 5.3 shows how Excel QM can be used for the exponential smoothing with trend forecasts.

TABLE 5.8 Midwestern Manufacturing Exponential Smoothing with Trend Forecasts

TIME DEMAND

@ (Y2) Fyy1 = FIT, + 03(Y, — FIT)) Ti+1 = T, + 0.4(F,4+y — FIT)) FIT; 41 = Frpq + Tiyq
1 74 74 0 74
2 79 74 =74 + 0.3(74 — 74) 0=0+04(74 — 74) 74 =74+ 0
3 80 75.5 =74 + 0.3(79 — 74) 0.6 =0 + 0.4(75.5 — 74) 76.1 =755 + 0.6
4 90 77.270 1.068 78.338 = 77.270 + 1.068
=76.1 + 0.3(80 — 76.1) = 0.6 + 0.4(77.27 — 76.1)
5 105 81.837 2.468 84.305 = 81.837 + 2.468
= 78.338 + 0.3(90 — 78.338) = 1.068 + 0.4(81.837 — 78.338)
6 142 90.514 4.952 95.466 = 90.514 + 4.952
= 84.305 + 0.3(105 — 84.305) = 2.468 + 0.4(90.514 — 84.305)
7 122 109.426 10.536 119.962 = 109.426 + 10.536
= 95.466 + 0.3(142 — 95.466) = 4.952 + 0.4(109.426 — 95.466)
8 120.573 10.780 131.353 = 120.573 + 10.780
= 119.962 + 0.3(122 — 119.962) = 10.536 + 0.4(120.573 — 119.962)
PROGRAM 5.3 A B Gal D 5 : F e [ TR RN o VP T
MidweStern_ [V dwestern Manufuctuing @put values for the smoothing constants)
Manufacturing Trend- i-.F _ T = =
Adjusted Exponential _i_: Forecasting | jTrett aciisled expprentia smoothine. H | :
. . Enter alpha and beta (between Uand 1), T the past demands in the shaded column then enter a
Smoothlng 1] Excel QM "+ || staring forecast If the starting fore 1z not inthe first period then deleta the ermor analysis for all rows I
—— abovethe starting forecast.
gal — . .
7 |Alpha 0.3 o
8 Beta 54 Gou may enter initial values for F; and TD.
3 Data ~ F sts and Error Analysis /
Enter th ions. Eoreta
Cnter the past observatlons/ S bebiia
10 Period Demand Forecast, F{{T| i end, FIT; |Error Absolute |Squared |Abs Pet Err
11 Perind 1 74 74 74 0 0 o[ ononx
12 Pariod 2 79 74 0 74 5 5 25| 06.33%
13 Pariod 3 80 75.5 0.6 76.1 15 25|  2025]  05.63%
14 Period 4 90 77.27 1.068 78.338] 1273|1273 162.053]  14.14%
15 Period 5 105 81.8366 2.46744]  84.30404| 23.1634| 23.1624| 536.543|  22.06%
16 Period G 142 50.512828| 4.9509552| 95.4637832| 51.4872] 51.4872| 2650.93|  16.26%
17 Peiiod 7 122 109.424648| 10.5353012| 119.9599495| 12.5754| 12.5754| 158.139| 0.1030767
18| |Next period 120.571965| 10.7801073| 131.3520719
A9 Total 109.456] 109.456| 3552.91 94.73%,|
20 Average 15.6366| 15.6366| 507.559]  13.53%
24 Ghe forecast for the next year is given here.\ it BRHTE I WA E T AT
2 ) SE| 26.6568
Trend Projections
A trend line is a regression Another method for forecasting time series with trend is called trend projection. This technique
equation with time as the fits a trend line to a series of historical data points and then projects the line into the future for

independent variable. medium- to long-range forecasts. There are several mathematical trend equations that can be
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PROGRAM 5.4A

Excel Input Screen for
Midwestern
Manufacturing Trend
Line

developed (e.g., exponential and quadratic), but in this section we look at linear (straight line)
trends only. A trend line is simply a linear regression equation in which the independent vari-
able (X) is the time period. The form of this is

j} - bo + b1X
where

Y = predicted value

by = intercept

b; = slope of the line

X = time period (i.e., X = 1,2,3,...,n)

The least squares regression method may be applied to find the coefficients that minimize
the sum of the squared errors, thereby also minimizing the mean squared error (MSE). Chapter 4
provides detailed explanation of least squares regression, and formulas to calculate the coeffi-
cients by hand are in Section 4.3. In this section, we will rely on Excel and Excel QM to per-
form the calculations.

MIDWESTERN MANUFACTURING COMPANY EXAMPLE Let us consider the case of Midwestern
Manufacturing Company. That firm’s demand for electrical generators over the period
2004-2010 was shown in Table 5.7. A trend line to predict demand (Y ) based on the time pe-
riod can be developed using a regression model. If we let 2004 be time period 1 (X = 1), then
2005 is time period 2 (X = 2), and so forth. The regression line can be developed using Excel
2010 (see Chapter 4 for details) by going to the Data tab and selecting Data Analysis—Regression
and entering the information as shown in Program 5.4A. The results are shown in Program 5.4B.
From this we get

Y =56.71 + 10.54X

To project demand in 2011, we first denote the year 2011 in our new coding system as
X =8:

(salesin2011) = 56.71 + 10.54(8)
= 141.03, or 141 generators
We can estimate demand for 2012 by inserting X = 9 in the same equation:

(salesin2012) = 56.71 + 10.54(9)
= 151.57, or 152 generators

[] standardized Residuals [] Line Fit Plots

Mormal Probability
[ mormal Probability Ploks

N (= [ - - T R T
1 |Midwestern Manufacturing —;
(2] | Regression X|
' 3 | Time %) Demand (¥} -
4 1 74 Input
e Ok |
5| 2 70 Input ¥ Range: |$B$3:$B$ID
- SR
E g0 | Input £ Range: sagagagio (e
% g ?]‘Dé Lahels [] Constant is Zera
W 7 122 | [] Confidence Level: a5 |%
% Okput opkions
EEl (%) Output Range: !$-°-$12 _
14 | () Mew Workshest Ply:
£ () Mew wWorkbook
16 ]
71 Residuals
3 [ residuals [ residusl Plots
1]
Ell
21
22

[ 73]
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PROGRAM 5.4B

Excel Output for
Midwestern
Manufacturing Trend
Line

FIGURE 5.4

Electrical Generators and
the Computed Trend Line
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A B c D E F | G [z 1
1 Midwestern Manufacturing
2
3 |Time (X) |Demand (Y)
4 1 74
5 2 79
6] 3 80
7 4 90
8 5 105
9 6 142
10 7 122
1 \Ghe next year will be time period 8)
12 |SUMMARY OUTPUT
13
14 |Regression Statistics
15 |Multiple R|  0.89491
16 R Square | 0.80086
17 |Adjusted F  0.76104 .
18 St;ndard £ 1243239 The slope of the trend line is 10.54)
19 Observatio 7
20
21 | ANOVA
22 df | 8§ MS F Significance F
23 Regressior 1 /3108.035? 3108.0357 20.1084 0.0065
24 Residual 5 772.8214 154 5643
25 [Total 6 3880.8571
26 /
27 Coefficients $tandard Error t Stat P-value Lower 95% Upper 95% .ower 95.0%Jpper 95.0%
28 |Intercept 56.?1429/ 10.50729 5.39762 0.00295 29.70449 B83.72408 29.70449 83.72408
29 Time (X) | 10.53571 2.34950 4.48424 0.00649| 4.49614 16.57529 449614 16.57529

A plot of historical demand and the trend line is provided in Figure 5.4. In this case, we may
wish to be cautious and try to understand the 2009-2010 swings in demand.

USING EXCEL QM IN TREND ANALYSIS Regression can also be performed in Excel QM. Go to
the Add-Ins tab in Excel 2010 and select Excel QM—Forecasting—Regression/Trend Analysis.
Enter the number of periods of data (7 in this example), enter a title and name for the time peri-
ods (e.g., week, month, year) if desired, and then click OK. When the initialized spreadsheet
appears, enter the past data and the time periods, as shown in Program 5.5.

Seasonal Variations

Time-series forecasting such as that in the example of Midwestern Manufacturing involves look-
ing at the trend of data over a series of time observations. Sometimes, however, recurring varia-
tions at certain seasons of the year make a seasonal adjustment in the trend line forecast

Generator Demand

160
150
140
130
120
110
100
90
80
70
60
50

Actual Demand Line

Trend Line
Y = 56.71 + 10.54X

2004 2005 2006 2007 2008 2009 2010 2011 2012
Year
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PROGRAM 5.5

Excel QM Trend
Projection Model

An average season has an index

of 1.

— = e T T —
Midwestern Manufacturing

Gast forecasts and errors are shown here)

Forecasting Regression/Trend analysis

1
2
3
4 gnands in the demand <ojamn. It this
5 G\put the past data and the time periods)s!aﬂ:! enter a newfalie of x at the
5]
7
8

Data Foreca-ﬂénd/érmr Analysis

9 Period Demand (y) Period(x) Forecast |Error Absolute |Squared |Abs Pct Err
10 Year1 74 1 67.25 6.75 6.75| 45.5625 09.12%
11 Year2 79 2 77.7857 1.2143] 1.2143| 1.4745 01.54%
12 Year3 80 3 88.3214 -8.3214| 8.3214| 69.2462 10.40%)|
13 Yeard 90 4 98.8571 -8.8571| 8.8571| 78.4490 09.84%
14 Year5 105 5 109.3929 -4.3929| 4.3929| 19.2972 04.18%|
15 Year6 142 5 119.9286 22.0714| 22.0714|487.1480 15.54%

16 Year7 (The intercept (by) and slope (b;) are found here. | 8:4643| 8.4643| 716441] 06.94%]
. __4326E-14| 60.0714|772.8214 57.57%|

18 Intercept 56.71429 [Averaqe | -6.00037E-15] 8.5816[110.4031 08.22%,
;g Slope 10.53571 6’0 obtain a forecast for a future period, enter the time period here.

21 Next perioc 141

22 Correlati¢ 0.89491

necessary. Demand for coal and fuel oil, for example, usually peaks during cold winter months.
Demand for golf clubs or suntan lotion may be highest in summer. Analyzing data in monthly or
quarterly terms usually makes it easy to spot seasonal patterns. A seasonal index is often used in
multiplicative time series forecasting models to make an adjustment in the forecast when a sea-
sonal component exists. An alternative is to use an additive model such as a regression model
that will be introduced in a later section.

A seasonal index indicates how a particular season (e.g., month or quarter) compares with
an average season. When no trend is present, the index can be found by dividing the average
value for a particular season by the average of all the data. Thus, an index of 1 means the season
is average. For example, if the average sales in January were 120 and the average sales in all
months were 200, the seasonal index for January would be 120/200 = 0.60, so January is be-
low average. The next example illustrates how to compute seasonal indices from historical data
and to use these in forecasting future values.

Monthly sales of one brand of telephone answering machine at Eichler Supplies are shown
in Table 5.9, for the two most recent years. The average demand in each month is computed, and
these values are divided by the overall average (94) to find the seasonal index for each month.
We then use the seasonal indices from Table 5.9 to adjust future forecasts. For example, suppose
we expected the third year’s annual demand for answering machines to be 1,200 units, which is

100 per month. We would not forecast each month to have a demand of 100, but we would ad-
just these based on the seasonal indices as follows:

J 1,200 X 0.957 = 96 Jul 1,200 X 1.117 = 112
an. 2 . = uly 0 . =
1,200 1,200
Feb. T X 0.851 = 85 Aug. X 1.064 = 106
1,200 1,200
Mar. X 0.904 = 90 Sept. X 0.957 = 96
12 12
1,200 1,200
Apr. X 1.064 = 106 Oct. X 0.851 = 85
12 12
1,200 1,200
May 1 X 1.309 = 131 Nov. X 0.851 = 85
1,200 1,200
June X 1.223 = 122 Dec. X 0.851 = 85

12 12
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TABLE 5.9
Answering Machine

Sales and Seasonal
Indices

Centered moving averages are
used to compute seasonal indices
when there is trend.

TABLE 5.10

Quarterly Sales
($1,000,000s) for
Turner Industries
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_SALESDEMAND  ,orpuGuy  MONTHIN  SEASONAL
YEAR 1 YEAR 2 YEAR DEMAND DEMAND? INDEXP
January 80 100 90 94 0.957
February 85 75 80 94 0.851
March 80 90 85 94 0.904
April 110 90 100 94 1.064
May 115 131 123 94 1.309
June 120 110 115 94 1.223
July 100 110 105 94 1.117
August 110 90 100 94 1.064
September 85 95 90 94 0.957
October 75 85 80 94 0.851
November 85 75 80 94 0.851
December 80 80 80 94 0.851
Total average demand = 1,?/ \
|
#Average monthly demand = _ L2 =94 bSeasonal index = Average 2 year demand
12 months Average monthly demand

Seasonal Variations with Trend

When both trend and seasonal components are present in a time series, a change from one month
to the next could be due to a trend, to a seasonal variation, or simply to random fluctuations. To
help with this problem, the seasonal indices should be computed using a centered moving
average (CMA) approach whenever trend is present. Using this approach prevents a variation
due to trend from being incorrectly interpreted as a variation due to the season. Consider the fol-
lowing example.

Quarterly sales figures for Turner Industries are shown in Table 5.10. Notice that there is a
definite trend as the total each year is increasing, and there is an increase for each quarter from
one year to the next as well. The seasonal component is obvious as there is a definite drop from
the fourth quarter of one year to the first quarter of the next. A similar pattern is observed in
comparing the third quarters to the fourth quarters immediately following.

If a seasonal index for quarter 1 were computed using the overall average, the index would
be too low and misleading, since this quarter has less trend than any of the others in the sample.
If the first quarter of year 1 were omitted and replaced by the first quarter of year 4 (if it were
available), the average for quarter 1 (and consequently the seasonal index for quarter 1) would
be considerably higher. To derive an accurate seasonal index, we should use a CMA.

Consider quarter 3 of year 1 for the Turner Industries example. The actual sales in that quar-
ter were 150. To determine the magnitude of the seasonal variation, we should compare this with
an average quarter centered at that time period. Thus, we should have a total of four quarters (1
year of data) with an equal number of quarters before and after quarter 3 so the trend is averaged
out. Thus, we need 1.5 quarters before quarter 3 and 1.5 quarters after it. To obtain the CMA,

QUARTER YEAR 1 YEAR 2 YEAR 3 AVERAGE
1 108 116 123 115.67
2 125 134 142 133.67
3 150 159 168 159.00
4 141 152 165 152.67

Average 131.00 140.25 149.50 140.25
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TABLE 5.11

Centered Moving
Averages and
Seasonal Ratios for
Turner Industries

YEAR QUARTER SALES ($1,000,000s) CMA SEASONAL RATIO
1 1 108
2 125
3 150 132.000 1.136
4 141 134.125 1.051
2 1 116 136.375 0.851
2 134 138.875 0.965
3 159 141.125 1.127
4 152 143.000 1.063
3 1 123 145.125 0.848
2 142 147.875 0.960
3 168
4 165

we take quarters 2, 3, and 4 of year 1, plus one-half of quarter 1 for year 1 and one-half of quar-
ter 1 for year 2. The average will be

0.5(108) + 125 + 150 + 141 + 0.5(116)

CMA (quarter 3 of year 1) = 2 = 132.00

We compare the actual sales in this quarter to the CMA and we have the following seasonal
ratio:

Salesinquarter3 150
CMA "~ 132.00

Seasonal ratio = = 1.136

Thus, sales in quarter 3 of year 1 are about 13.6% higher than an average quarter at this time.
All of the CMAs and the seasonal ratios are shown in Table 5.11.
Since there are two seasonal ratios for each quarter, we average these to get the seasonal
index. Thus,
Index for quarter 1 = I; = (0.851 + 0.848)/2 = 0.85
Index for quarter2 = I, = (0.965 + 0.960)/2 = 0.96
Index for quarter 3 = I3 = (1.136 + 1.127)/2 = 1.13
Index for quarter4 = I, = (1.051 + 1.063)/2 = 1.06
The sum of these indices should be the number of seasons (4) since an average season should

have an index of 1. In this example, the sum is 4. If the sum were not 4, an adjustment would be
made. We would multiply each index by 4 and divide this by the sum of the indices.

Steps Used to Compute Seasonal Indices Based on CMAs

1. Compute a CMA for each observation (where possible).

2. Compute seasonal ratio = Observation/CMA for that observation.

3. Average seasonal ratios to get seasonal indices.

4. If seasonal indices do not add to the number of seasons, multiply each index by (Number
of seasons)/(Sum of the indices).

Figure 5.5 provides a scatterplot of the Turner Industries data and the CMAs. Notice that
the plot of the CMAs is much smoother than the original data. A definite trend is apparent in the
data.
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FIGURE 5.5

Scatterplot of Turner
Industries Sales and
Centered Moving
Average

TABLE 5.12

Deseasonalized Data
for Turner Industries

200

150

Sales

100

50
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— CMA

| \

Original Sales Figures

i 2 3 4 5 6 7 8 9 10 11 12
Time Period

The Decomposition Method of Forecasting with Trend
and Seasonal Components

The process of isolating linear trend and seasonal factors to develop more accurate forecasts is
called decomposition. The first step is to compute seasonal indices for each season as we have
done with the Turner Industries data. Then, the data are deseasonalized by dividing each num-
ber by its seasonal index, as shown in Table 5.12.

A trend line is then found using the deseasonalized data. Using computer software with
this data, we have”

b] =234
by = 124.78

The trend equation is

where

Y = 12478 + 2.34X

X = time

195

This equation is used to develop the forecast based on trend, and the result is multiplied by
the appropriate seasonal index to make a seasonal adjustment. For the Turner Industries data,

SALES SEASONAL DESEASONALIZED

($1,000,000s) INDEX SALES ($1,000,000s)
108 0.85 127.059
125 0.96 130.208
150 1.13 132.743
141 1.06 133.019
116 0.85 136.471
134 0.96 139.583
159 1.13 140.708
152 1.06 143.396
123 0.85 144.706
142 0.96 147.917
168 1.13 148.673
165 1.06 155.660

“If you do the calculations by hand, the numbers may differ slightly from these due to rounding.
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TABLE 5.13

Seasonal Indices for
Adult Inpatient Days
at San Diego Hospital

the forecast for the first quarter of year 4 (time period X = 13 and seasonal index /; = 0.85)
would be found as follows:

124.78 + 2.34X
= 124.78 + 2.34(13)

155.2 (forecast before adjustment for seasonality )

A

Y

We multiply this by the seasonal index for quarter 1 and we get
Y X I, = 1552 X 0.85 = 131.92

Using this same procedure, we find the forecasts for quarters 2, 3, and 4 of the next year to
be 151.24, 180.66, and 171.95, respectively.

Steps to Develop a Forecast Using the Decomposition Method

1. Compute seasonal indices using CMAs.

2. Deseasonalize the data by dividing each number by its seasonal index.
3. Find the equation of a trend line using the deseasonalized data.

4. Forecast for future periods using the trend line.

5. Multiply the trend line forecast by the appropriate seasonal index.

Most forecasting software, including Excel QM and QM for Windows, includes the decomposi-
tion method as one of the available techniques. This will automatically compute the CMAs, de-
seasonalize the data, develop the trend line, make the forecast using the trend equation, and
adjust the final forecast for seasonality.

The following example provides another application of this process. The seasonal indices
and trend line have already been computed using the decomposition process.

SAN DIEGO HOSPITAL EXAMPLE A San Diego hospital used 66 months of adult inpatient hospi-
tal days to reach the following equation:

Y =8,091 + 21.5X

where

Y = forecast patient days
X = time, in months

Based on this model, the hospital forecasts patient days for the next month (period 67) to be
Patient days = 8,091 + (21.5)(67) = 9,532 (trend only)

As well as this model recognized the slight upward trend line in the demand for inpatient serv-
ices, it ignored the seasonality that the administration knew to be present. Table 5.13 provides
seasonal indices based on the same 66 months. Such seasonal data, by the way, were found to be
typical of hospitals nationwide. Note that January, March, July, and August seem to exhibit

MONTH SEASONALITY INDEX SEASONALITY INDEX
January 1.0436 July 1.0302
February 0.9669 August 1.0405
March 1.0203 September 0.9653
April 1.0087 October 1.0048
May 0.9935 November 0.9598
June 0.9906 December 0.9805

Source: W. E. Sterk and E. G. Shryock. “Modern Methods Improve Hospital Forecasting,”
Healthcare Financial Management (March 1987): 97. Reprinted with permission of author.
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Multiple regression can be used

to develop an additive
decomposition model.

PROGRAM 5.6A

Initialization Screen for
the Decomposition
Method in Excel QM
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significantly higher patient days on average, while February, September, November, and
December experience lower patient days.

To correct the time-series extrapolation for seasonality, the hospital multiplied the monthly
forecast by the appropriate seasonality index. Thus, for period 67, which was a January,

Patient days = (9,532)(1.0436) = 9,948 (trend and seasonal)

Using this method, patient days were forecasted for January through June (periods 67 through
72) as 9,948, 9,236, 9,768, 9,678, 9,554, and 9,547. This study led to better forecasts as well as
to more accurate forecast budgets.

USING EXCEL QM FOR DECOMPOSITION In Excel QM, to access the decomposition procedure,
go to the Add-Ins tab and click Excel QM—Forecasting—Decomposition, and the initialization
window will open. Input the relevant information, as illustrated in Program 5.6A, and the
spreadsheet will be initialized for the size of problem specified. Enter the past periods of data,
as shown in Program 5.6B, and the results will appear.

USING QM FOR WINDOWS FOR DECOMPOSITION QM for Windows can also be used for the de-
composition method of forecasting. See Appendix 5.1 for details.

Using Regression with Trend and Seasonal Components

Multiple regression may be used to forecast with both trend and seasonal components present in
a time series. One independent variable is time, and other independent variables are dummy
variables to indicate the season. If we forecast quarterly data, there are four categories (quarters)
so we would use three dummy variables. The basic model is an additive decomposition model
and is expressed as follows:

? =a+ b1X1 + b2X2 + b3X3 + b4X4
where

X = time period

e
[\
|

= 1 if quarter 2

0 otherwise
X3 = 1if quarter 3

0 otherwise
X, = 1if quarter 4

0 otherwise

Title: | Turner Industries Sheet name:

Opkions

(]
||

Murmber of (past) periods of data 12
+) Cenkered moving average

Marne For period

(Use & for &, B, C ...

\Average ALL data

[ |
Mumber of seasons 4 ]

Specify that a centered moving
average should be used.

da
Click OK. Use Defaulk Settings

I Help ] I Cancel ] L (a4 J

Input a title, the number of past perio
and the number of seasons.
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PROGRAM 5.6B

Turner Industries
Forecast Using the
Decomposition Method
in Excel QM

PROGRAM 5.7A

Excel Input for the
Turner Industries
Example Using Multiple
Regression

A B c D E F
Turner Industries

1

2

3|F i Multiplicative decomposition Geasonal indices are based on CMA9
4 s v

oy asevns G‘P“t the past demand. | The CMAs are here.
[

a

(]
T

| J K L M N

Dot Forecasts and Frror Analysis

g |Penod Demand (y) Time (x) Average”  Ratin 5 hed  LUnadjusted Adjusted Error |Errar| Emor? Aba Pet Em
10 | Pericd 1 108 1 08491 1271979 1271187  107.9327 0.0673  0.0673 0.0045 00.06%
11 |Period 2 125 0.9626 129.8589 129.4621 124 65181 0,3819 0.3819 0.1458 00.31%
12 |Penod 3 150 3 131 132 000 1136 11315 132 5660 131 8056 149 1396 0 8604 02604 07403 00 57%
13 |Period 4 141 4 133, 134.125 1.051 1.0571 1333841 1341450 1418086 -0 B0BE  0.8086 0.6538 00.57%
14 |Peniod 5 116 5 13525 136.375 0.851 0.8491 136.6200 13645924 1158917 0.1083 0.1083 0.0117 00.09%
15 |Pariod & 134 1375 138875 0.965 0 9626 139 2087 138 8359 133841 03589 03589 012338 00 27%
16 |Perivd 7 159 14025 141125 1127 11315 1405199 1411793 1597461 DT4E1  0.7461 0.5567 00.47%
17 |Pericd & 1 142 143.000 1.063 1.05T1 143.7899 143 5227 151.7175 0.2625 0.2825 0.0798 00.19%
18 |Period 9 123 144 45125 0848 0 3481 144 8643 145 BEG2 123 8507 -0 8507 0 8507 07236 00 69%
19 | Pudiod 10 142 1 146.25 147.875 0.960 09626  147.5197 148.2006 1426641 06641  0.6641 0.4410 00.47%
20 |Pencd 11 168 1 1495 1.131% 148.47339 150.5530 1703526 2.3526 23526 5.5346 07.40%
21 Pasiod 12 165 1 10571 156 0BTE 152 8965 161 6265 33735 33735 11 3807 02 04%
2 Total 0.0107 10 8547 204014 0T 14%
23 Average Itercepl 124.7753 0.0009  0.9046 1.7001 00.59%
24 Slope 23u Bias MAD MSE MAPE

25 SE 18434704

26 |Ratios

27 Season1  Season2 Season 3 Seasond

28 11364 10513 H

- T e Ghe intercept and slope are here)

30 0.8475 0.9603

31 Awverage 08451 0 9626 11315 10571

32

33 Forecasts

M Penod Unadjusted Seasonal Adjusted

35 13 155240 0845 131.810

36 1 157.583 0.363  151.687

ar 15 158 927 1132 180959

38 16 162.270 1.057 171.535

If X, = X3 = X4 = 0, then the quarter would be quarter 1. It is an arbitrary choice as to which
of the quarters would not have a specific dummy variable associated with it. The forecasts will
be the same regardless of which quarter does not have a specific dummy variable.

Program 5.7A provides the Excel input, and Program 5.7B provides the Excel output for
the Turner Industries example. You can see how the data is input, and the regression equation
(with coefficients rounded) is

¥ = 104.1 + 23X, + 15.7X, + 38.7X; + 30.1X,

If this is used to forecast sales in the first quarter of the next year, we get

Y = 104.1 + 2.3(13) + 15.7(0) + 38.7(0) + 30.1(0) = 134
For quarter 2 of the next year, we get
Y =104.1 + 2.3(14) + 15.7(1) + 38.7(0) + 30.1(0) = 152

Notice these are not the same values we obtained using the multiplicative decomposition
method. We could compare the MAD or MSE for each method and choose the one that is better.

i [ T e e e e e T [l

1| Year OQuarter Sales Time Peri X20w2 X3 0w3 X4 Owd
12 1 1 0 0 0
(7] 2 125 2 1 i 0 Regression [X]
(4| ] 150 ] 0 1 1] = =
5 | 4 141 4 i (i} 1 e ]
| 6 | 2 1 116 =] n n n Inpusk ¥ Range: |
(7 | 7 174 fi 1 n n e B : &= Canel_|
i 3 179 7 n 1 n = i M
T O 0 O T T O ; Clcot s goe i
1] 2 142 10 1 0 o L] Seofponcalovet {500 1%
i 3 1668 1 0 ! 0 Ouitput nptions

13 4 165 12 1] o 1 @ ot R ﬁ-

“w | |\ 1| | EAESEREEAET ~—

15 ) Mewe Mhirksdwred Phy: | | k |

16 1) News Workbaak
{17 | ! ! ! Residuals
81 | | | [ pesidusls [ esidual Hots

19 [] standardized Residusls [ Lire Fie plots

20

2 Mormal Prohabidiey
(| L baormmial Prubiataity Pluts
B

24
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PROGRAM 5.7B A B c D E F G H
1 Year Quarter Sales = X1 Time Period X2Qtr2 X3Qtr3 X4 Qtrd
Excel Output for the 2| 1 1 108 1 0 0 0
. 3 2 125 2 1 0 0
Turner Industries 4 3 150 3 0 1 0
. . 4 4
Example Using Multiple £ : it : : o :
i T 2 134 6 1 0 0
Regression H 2 s 3 ! ? :
9 4 152 8 0 0 1
10 3 1 123 9 0 0 0
1 2 142 10 1 0 0
12 3 168 11 0 1 0
13 4 165 12 0 0 1
14
15 | SUMMARY OUTPUT Quarter 1 is indicated by
16 letting X, = X3 = X; = 0.
17 | Regression Statistics
18 [MulipleR | 0.99718
19 R Square 0.99436
20 |Adjusted R 0.99114
21 StandardE 1.83225
22 Observatiol 12
23
24 ANOVA
25 df Ss MS F Significance F
26 [Regressiof 4] 414475 1.0362E+03 3.0865E+02] 6.0284E-08
27 Residual 7 235 3.3571E+00
28 Total 11 4168.25
29 — L _l
30 Cosfficientstandard Erre t Stat p-value Lowsr 95% |Uipper 95% .ower 95.0%pper 95.0%
31 intercept | 104.1042]  1.3322 78.1449 0.0000]  100.9540/ 107.25431 100.9540] 107.2543
32 [X1TimePe 23125  0.1619 14.2791 0.0000 19296 26954 19296 26954
33 x20tr2 15.6875  1.5048 10.4252 0.0000 121293,  19.2457 121293 19.2457
3 x3ar3 38.7083 1.5307 25.2882 0.0000 35.0888) 423278 350888 423278
35 |X4 Qtrd 30.0625 15729 19.1123 0.0000 26.3431) 337819 26.3431| 337819

.

IN ACTION

Using Forecasting

Turkish Airlines (TK) flies to more than 170 destinations world-
wide, with 152 aircraft and about 15,000 employees. It utilizes
guantitative methods, including forecasting, to make complex de-
cisions relating to new route determination, and fleet and capac-
ity planning. It uses multiple regression to estimate country traffic
density and flow. In the methodology developed, top cities world-
wide are selected based on six criteria: level of gross national
product, trade volume, population, purchasing power, number of
tourists, and airport constraints. The countries of these cities con-
stitute the sample for regression analysis. Consequently, data
about more than 100 indicators related to passenger volumes of
countries are extracted from several databases.

After conducting correlation analyses, F tests, and t tests, TK
ended up with seven meaningful variables for its regression
model in 2010: Turkish population in the country, total young
population, total traffic between Turkey, gross domestic product
per capita, the number of landings, trade volume with Turkey,
and distance to Turkey.

The model was implemented using MS Excel and SAS and
tested on the countries to which TK has been flying. It was then run
to forecast demand for other countries. The results were refined

New Route Determination at Turkish Airlines

using feedback from TK country managers in the region, senior vice
presidents, and the executive vice president for sales and marketing.
Based on these results, TK decided to launch direct or code share
flights to eight new destinations in Asia, Europe, the Middle East,
and Africa. TK has been the fastest-growing airline of the Associa-
tion of European Airlines since 2009. The company utilizes this
model to add 10 to 20 new destinations to its network each year. It
regularly uses regression and time-series models, a Kalman filter, and
the Holt-Winters method to forecast weekly, monthly, and seasonal
demand at all its international destinations. In 2010, most forecasts
were within the 4% to 5% error range from the observed results.
Similar results were also observed for the forecasts of one- to five-
year horizons when compared with the market expectations of the
aircraft manufacturers. In 2009, the company decided to acquire 89
aircrafts, worth billions of dollars, based on forecasts and many
other inputs. In addition, TK estimates a 1% to 2% improvement in
total revenue with more accurate demand forecasts.

Source: Based on interviews carried out by Dr. Arzu Tektas, Bogazici Univer-
sity with Mehmet Sukru Nenem, Strategic Planning and Investments Manager
and Zeliha Akca, Strategic Planning Engineer, October 19, October 22,
November 25, 2010, Turkish Airlines, www.turkishairlines.com.

5.6 Monitoring and Controlling Forecasts

After a forecast has been completed, it is important that it not be forgotten. No manager wants to
be reminded when his or her forecast is horribly inaccurate, but a firm needs to determine why the
actual demand (or whatever variable is being examined) differed significantly from that projected.”

“If the forecaster is accurate, he or she usually makes sure that everyone is aware of his or her talents. Very seldom does
one read articles in Fortune, Forbes, or the Wall Street Journal, however, about money managers who are consistently
off by 25% in their stock market forecasts.
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A tracking signal measures how
well predictions fit actual data.

Setting tracking limits is a matter
of setting reasonable values for
upper and lower limits.

FIGURE 5.6
Plot of Tracking Signals

One way to monitor forecasts to ensure that they are performing well is to employ a
tracking signal. A tracking signal is a measurement of how well the forecast is predicting ac-
tual values. As forecasts are updated every week, month, or quarter, the newly available demand
data are compared to the forecast values.

The tracking signal is computed as the running sum of the forecast errors (RSFE)
divided by the mean absolute deviation:

RSFE

MAD

> (forecast error)
MAD

Tracking signal (5-13)

where

S |forecast error|

MAD = ————
n
as seen earlier in Equation 5-1.

Positive tracking signals indicate that demand is greater than the forecast. Negative signals
mean that demand is less than forecast. A good tracking signal—that is, one with a low RSFE—
has about as much positive error as it has negative error. In other words, small deviations are
okay, but the positive and negative deviations should balance so that the tracking signal centers
closely around zero.

When tracking signals are calculated, they are compared with predetermined control limits.
When a tracking signal exceeds an upper or lower limit, a signal is tripped. This means that there
is a problem with the forecasting method, and management may want to reevaluate the way it
forecasts demand. Figure 5.6 shows the graph of a tracking signal that is exceeding the range of
acceptable variation. If the model being used is exponential smoothing, perhaps the smoothing
constant needs to be readjusted.

How do firms decide what the upper and lower tracking limits should be? There is no
single answer, but they try to find reasonable values—in other words, limits not so low as
to be triggered with every small forecast error and not so high as to allow bad forecasts to
be regularly overlooked. George Plossl and Oliver Wight, two inventory control experts,
suggested using maximums of £4 MADs for high-volume stock items and =8 MADs for
lower-volume items.”

Other forecasters suggest slightly lower ranges. One MAD is equivalent to approximately
0.8 standard deviation, so that £2 MADs = 1.6 standard deviations, £3 MADs = 2.4 standard
deviations, and +4 MADs = 3.2 standard deviations. This suggests that for a forecast to be “in

Signal Tripped

N Upper Control Limit \ Tracking Signal
0 MADs = /\ / \ // Acceptable
S~~~ \_" N/ Range

Lower Control Limit

Time

“See G. W. Plossl and O. W. Wight. Production and Inventory Control. Upper Saddle River, NJ: Prentice Hall, 1967.
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control,” 89% of the errors are expected to fall within +2 MADs, 98% within +3 MADs, or
99.9% within +4 MADs whenever the errors are approximately normally distributed.”

KIMBALL'S BAKERY EXAMPLE Here is an example that shows how the tracking signal and RSFE
can be computed. Kimball’s Bakery’s quarterly sales of croissants (in thousands), as well as
forecast demand and error computations, are in the following table. The objective is to compute
the tracking signal and determine whether forecasts are performing adequately.

TIME FORECAST ACTUAL FORECAST CUMULATIVE TRACKING
14013 (0))) DEMAND DEMAND ERROR RSFE ERROR ERROR MAD SIGNAL
1 100 90 —10 —10 10 10 10.0 -1
2 100 95 =5 —15 5 15 7.5 -2
3 100 115 +15 0 15 30 10.0 0
4 110 100 —-10 —10 10 40 10.0 -1
5 110 125 +15 +5 15 55 11.0 +0.5
6 110 140 +30 +35 30 85 14.2 +2.5
In period 6, the calculations are
> [forecasterror| 85
MAD = =—
n 6
=142
Trackine sienal RSFE 35
racking signal = ——— = ——
SV T MAD T 142
= 2.5 MADs
This tracking signal is within acceptable limits. We see that it drifted from —2.0 MADs to
+2.5 MADs.
Adaptive Smoothing
A lot of research has been published on the subject of adaptive forecasting. This refers to com-
puter monitoring of tracking signals and self-adjustment if a signal passes its preset limit. In
exponential smoothing, the o and 3 coefficients are first selected based on values that minimize
error forecasts and are then adjusted accordingly whenever the computer notes an errant track-
ing signal. This is called adaptive smoothing.
Summary

Forecasts are a critical part of a manager’s function. Demand
forecasts drive the production, capacity, and scheduling sys-
tems in a firm and affect the financial, marketing, and person-
nel planning functions.

In this chapter we introduced three types of forecasting
models: time series, causal, and qualitative. Moving averages,
exponential smoothing, trend projection, and decomposition

time-series models were developed. Regression and multiple
regression models were recognized as causal models. Four
qualitative models were briefly discussed. In addition, we
explained the use of scatter diagrams and measures of forecast-
ing accuracy. In future chapters you will see the usefulness
of these techniques in determining values for the various
decision-making models.

“To prove these three percentages to yourself, just set up a normal curve for +1.6 standard deviations (Z values). Using
the normal table in Appendix A, you find that the area under that the curve is 0.89. This represents £2 MADs.
Similarly, +£3 MADs = 2.4 standard deviations encompasses 98% of the area, and so on for +4 MADs.
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As we learned in this chapter, no forecasting method is
perfect under all conditions. Even when management has
found a satisfactory approach, it must still monitor and control

Glossary

its forecasts to make sure that errors do not get out of hand.
Forecasting can often be a very challenging but rewarding part
of managing.

Adaptive Smoothing The process of automatically monitor-
ing and adjusting the smoothing constants in an exponential
smoothing model.

Bias A technique for determining the accuracy of a forecast-
ing model by measuring the average error and its direction.

Causal Models Models that forecast using variables and fac-
tors in addition to time.

Centered Moving Average An average of the values
centered at a particular point in time. This is used to
compute seasonal indices when trend is present.

Decision-Making Group A group of experts in a Delphi
technique that has the responsibility of making the forecast.

Decomposition A forecasting model that decomposes a time
series into its seasonal and trend components.

Delphi A judgmental forecasting technique that uses
decision makers, staff personnel, and respondents to deter-
mine a forecast.

Deseasonalized Data Time series data in which each value
has been divided by its seasonal index to remove the effect
of the seasonal component.

Deviation A term used in forecasting for error.

Error The difference between the actual value and the fore-
cast value.

Exponential Smoothing A forecasting method that is a
combination of the last forecast and the last observed value.

Holt’s Method An exponential smoothing model that includes
a trend component. This is also called a double exponential
smoothing model or a second-order smoothing model.

Least Squares A procedure used in trend projection and
regression analysis to minimize the squared distances
between the estimated straight line and the observed values.

Mean Absolute Deviation (MAD) A technique for
determining the accuracy of a forecasting model by taking
the average of the absolute deviations.

Key Equations

Mean Absolute Percent Error (MAPE) A technique for
determining the accuracy of a forecasting model by taking
the average of the absolute errors as a percentage of the ob-
served values.

Mean Squared Error (MSE) A technique for determining
the accuracy of a forecasting model by taking the average
of the squared error terms for a forecasting model.

Moving Average A forecasting technique that averages past
values in computing the forecast.

Naive Model A time-series forecasting model in which the
forecast for next period is the actual value for the current
period.

Qualitative Models Models that forecast using judgments,
experience, and qualitative and subjective data.

Running Sum of Forecast Errors (RSFE) Used to develop
a tracking signal for time-series forecasting models, this is
a running total of the errors and may be positive or
negative.

Scatter Diagrams Diagrams of the variable to be forecasted,
plotted against another variable, such as time.

Seasonal Index An index number that indicates how a par-
ticular season compares with an average time period (with
an index of 1 indicating an average season).

Smoothing Constant A value between 0 and 1 that is used
in an exponential smoothing forecast.

Time-Series Models Models that forecast using only histori-
cal data.

Tracking Signal A measure of how well the forecast is pre-
dicting actual values.

Trend Projection The use of a trend line to forecast a time-
series with trend present. A linear trend line is a regression
line with time as the independent variable.

Weighted Moving Average A moving average forecasting
method that places different weights on past values.

S |forecast error|

(5-1) MAD = ——————

n

A measure of overall forecast error called mean absolute
deviation.

> (error)?
(52) MSE = = ——

A measure of forecast accuracy called mean squared error.

€Irror

>

actual

(5-3) MAPE = 100%

A measure of forecast accuracy called mean absolute
percent error.

Sum of demands in previous n periods

(5-4) Moving =
average forecast n
An equation for computing a moving average forecast.
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(5-5) F _ Yo +Y, 4+ - + Y (5-10) F;+1 = FIT; + o(Y, — FIT,)
) s n Equation to update the smoothed forecast (F,;1) used
A mathematical expression for a moving average forecast. in the trend adjusted exponential smoothing model.
> (Weight in period i) (Actual value in period i)~ (5-1D) Ty = T, + B(F4y — FIT,)
(5-6) Fiv1 = . Equation to update the smoothed trend value (7,;)
> (Weights) . . . .
. . . . used in the trend adjusted exponential smoothing model.
An equation for computing a weighted moving average
forecast. S-12) FIT; 11 = Fi41 + Ty
Equation to develop forecast including trend (FIT') in the
_ wlY, + sz,_l + -0+ w,,Yt_,,H q . p . . g ( )
(5-7) Fipq = trend adjusted exponential smoothing model.
w1+w2+ +wn
A mathematical expression for a weighted moving aver- (5-13) Tracking signal = RSFE
age forecast. MAD
(5-8) New forecast = Last period’s forecast + o(Last period’s _ > (forecast error)
actual demand — Last period’s forecast) MAD
An equation for computing an exponential smoothing An equation for monitoring forecasts with a tracking
forecast. signal.

(5-9) Fip1 = F; + (Y, — F)
Equation 5-8 rewritten mathematically.

Solved Problems

Solved Problem 5-1
Demand for patient surgery at Washington General Hospital has increased steadily in the past few years,
as seen in the following table:

YEAR OUTPATIENT SURGERIES PERFORMED

1 45
2 50
3 52
4 56
5 58
6 _

The director of medical services predicted six years ago that demand in year 1 would be 42 surger-
ies. Using exponential smoothing with a weight of o = 0.20, develop forecasts for years 2 through 6.

What is the MAD?
Solution
ACTUAL FORECAST (SMOOTHED) |ERROR|
1 45 42 +3 3
2 50 42.6 =42 +0.2(45 —42) +7.4 7.4
3 52 44.1=42.6 +0.2(50 — 42.6) +7.9 7.9
4 56 45.7=44.1 +0.2(52 — 44.1) +10.3 10.3
5 58 47.7=45.7+0.2(56 —45.7) +10.3 10.3
6 — 49.8=47.7+0.2(58 —47.7) — —

MAD =

> |errors .
% = it =17.78 38.9

5
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Solved Problem 5-2
Quarterly demand for Jaguar XJ8’s at a New York auto dealership is forecast with the equation

Y =10 + 3X
where
X = time period (quarter): quarter 1 of last year = 0
quarter 2 of last year = 1
quarter 3 of last year = 2
quarter 4 of last year = 3
quarter 1 of this year = 4, and so on
and

Y = predicted quarterly demand

The demand for luxury sedans is seasonal, and the indices for quarters 1, 2, 3, and 4 are 0.80, 1.00, 1.30,
and 0.90, respectively. Using the trend equation, forecast the demand for each quarter of next year. Then
adjust each forecast to adjust for seasonal (quarterly) variations.

Solution
Quarter 2 of this year is coded X = 5; quarter 3 of this year, X = 6; and quarter 4 of this year, X = 7.
Hence, quarter 1 of next year is coded X = 8§; quarter 2, X = 9; and so on.

IA/ (next year quarter 1) = 10 + (3)(8) = 34 Adjusted forecast = (0.80)(34) = 27.

Y (next year quarter2) = 10 + (3)(9) = 37 Adjusted forecast = (1.00)(37) = 37
Y (next year quarter 3) = 10 + (3)(10) = 40 Adjusted forecast = (1.30)(40) = 52
Y (next year quarter4) = 10 + (3)(11) = 43 Adjusted forecast = (0.90)(43) = 38.

Self-Test

o Before taking the self-test, refer to the learning objectives at the beginning of the chapter, the notes in the margins, and the
glossary at the end of the chapter.

o Use the key at the back of the book to correct your answers.

e Restudy pages that correspond to any questions that you answered incorrectly or material you feel uncertain about.

1. Qualitative forecasting models include 4. Which of the following is a time series model?
a. regression analysis. a. the Delphi model
b. Delphi. b. regression analysis
c. time-series models. c. exponential smoothing
d. trend lines. d. multiple regression
2. A forecasting model that only uses historical data for the 5. Which of the following is not a component of a time
variable being forecast is called a series?
a. time-series model. a. seasonality
b. causal model. b. causal variations
c. Delphi model. c. trend
d. variable model. d. random variations
3. One example of a causal model is 6. Which of the following may be negative?
a. exponential smoothing. a. MAD
b. trend projections. b. bias
c. moving averages. c. MAPE

d. regression analysis. d. MSE
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7.

10.

11.

When comparing several forecasting models to determine
which one best fits a particular set of data, the model that
should be selected is the one

a. with the highest MSE.

b. with the MAD closest to 1.

c. with a bias of 0.

d. with the lowest MAD.

In exponential smoothing, if you wish to give a
significant weight to the most recent observations, then
the smoothing constant should be

a. close to 0.

b. close to 1.

c. close to 0.5.

d. less than the error.

A trend equation is a regression equation in which

a. there are multiple independent variables.

b. the intercept and the slope are the same.

c. the dependent variable is time.

d. the independent variable is time.

Sales for a company are typically higher in the summer
months than in the winter months. This variation would
be called a

a. trend.

b. seasonal factor.

c. random factor.

d. cyclical factor.

A naive forecast for monthly sales is equivalent to

a. a one-month moving average model.

b. an exponential smoothing model with o = 0.

c. a seasonal model in which the seasonal index is 1.

d. none of the above.

Discussion Questions and Problems

DISCUSSION QUESTIONS AND PROBLEMS 205

. If the seasonal index for January is 0.80, then

a. January sales tend to be 80% higher than an average
month.

b. January sales tend to be 20% higher than an average
month.

c. January sales tend to be 80% lower than an average
month.

d. January sales tend to be 20% lower than an average
month.

. If both trend and seasonal components are present in a

time-series, then the seasonal indices

a. should be computed based on an overall average.
b. should be computed based on CMAs.

c. will all be greater than 1.

d. should be ignored in developing the forecast.

. Which of the following is used to alert the user of a fore-

casting model that a significant error occurred in one of
the periods?

a. a seasonal index

b. a smoothing constant

c. a tracking signal

d. a regression coefficient

. If the multiplicative decomposition model is used to fore-

cast daily sales for a retail store, how many seasons will
there be?

a. 4

b. 7

c. 12

d. 365

Discussion Questions

Note:

5-1 Describe briefly the steps used to develop a forecast-
ing system.

5-2 What is a time-series forecasting model?

5-3 What is the difference between a causal model and a
time-series model?

5-4 What is a qualitative forecasting model, and when is
it appropriate?

5-5 What are some of the problems and drawbacks of
the moving average forecasting model?

5-6 What effect does the value of the smoothing con-
stant have on the weight given to the past forecast
and the past observed value?

5-7 Describe briefly the Delphi technique.

5-8 What is MAD, and why is it important in the selec-
tion and use of forecasting models?

5-9 Explain how the number of season is determined
when forecasting with a seasonal component.

5-10 A seasonal index may be less than one, equal to one,
or greater than one. Explain what each of these val-
ues would mean.

5-11 Explain what would happen if the smoothing con-
stant in an exponential smoothing model was equal
to zero. Explain what would happen if the smooth-
ing constant was equal to one.

5-12 Explain when a CMA (rather than an overall aver-
age) should be used in computing a seasonal index.
Explain why this is necessary.

Problems

%-5—13 Develop a four-month moving average forecast for

Wallace Garden Supply and compute the MAD.

Q) means the problem may be solved with QM for Windows; X means the problem may be

solved with Excel QM; and % means the problem may be solved with QM for Windows and/or Excel QM.
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A three-month moving average forecast was devel-
oped in the section on moving averages in Table 5.3.

Using MAD, determine whether the forecast in
Problem 5-13 or the forecast in the section concern-
ing Wallace Garden Supply is more accurate.

Data collected on the yearly demand for 50-pound
bags of fertilizer at Wallace Garden Supply are
shown in the following table. Develop a 3-year mov-
ing average to forecast sales. Then estimate demand
again with a weighted moving average in which
sales in the most recent year are given a weight of 2
and sales in the other 2 years are each given a weight
of 1. Which method do you think is best?

YEAR

DEMAND FOR FERTILIZER
(1,000S OF BAGS)

1 4
6
4

10

O 0 N AN B W

12
14
11 15

—_
]

Q.5
£e5-16

¢ 5-17

:5-18

(25-19

Develop a trend line for the demand for fertilizer in
Problem 5-15, using any computer software.

In Problems 5-15 and 5-16, three different forecasts
were developed for the demand for fertilizer. These
three forecasts are a 3-year moving average, a
weighted moving average, and a trend line. Which
one would you use? Explain your answer.

Use exponential smoothing with a smoothing con-
stant of 0.3 to forecast the demand for fertilizer
given in Problem 5-15. Assume that last period’s
forecast for year 1 is 5,000 bags to begin the proce-
dure. Would you prefer to use the exponential
smoothing model or the weighted average model de-
veloped in Problem 5-15? Explain your answer.

Sales of Cool-Man air conditioners have grown
steadily during the past 5 years:

YEAR SALES
1 450
2 495
3 518
4 563
5 584
6 ?

©

3 °3-20

¢ 5-21

Q. -
- 5-22
Q. -

© 524

Q

2525

The sales manager had predicted, before the busi-
ness started, that year 1’s sales would be 410 air con-
ditioners. Using exponential smoothing with a
weight of a = 0.30, develop forecasts for years 2
through 6.

Using smoothing constants of 0.6 and 0.9, develop
forecasts for the sales of Cool-Man air conditioners
(see Problem 5-19).

What effect did the smoothing constant have on the
forecast for Cool-Man air conditioners? (See Prob-
lems 5-19 and 5-20.) Which smoothing constant
gives the most accurate forecast?

Use a three-year moving average forecasting model
to forecast the sales of Cool-Man air conditioners
(see Problem 5-19).

Using the trend projection method, develop a fore-
casting model for the sales of Cool-Man air condi-
tioners (see Problem 5-19).

Would you use exponential smoothing with a
smoothing constant of 0.3, a 3-year moving average,
or a trend to predict the sales of Cool-Man air condi-
tioners? Refer to Problems 5-19, 5-22, and 5-23.
Sales of industrial vacuum cleaners at R. Lowenthal
Supply Co. over the past 13 months are as follows:

SALES ($1,000s) MONTH | SALES ($1,000s) MONTH
11 January 14 August
14 February 17 September
16 March 12 October
10 April 14 November
15 May 16 December
17 June 11 January
11 July

(a) Using a moving average with three periods, de-
termine the demand for vacuum cleaners for next
February.

(b) Using a weighted moving average with three pe-
riods, determine the demand for vacuum clean-
ers for February. Use 3, 2, and 1 for the weights
of the most recent, second most recent, and third
most recent periods, respectively. For example,
if you were forecasting the demand for February,
November would have a weight of 1, December
would have a weight of 2, and January would
have a weight of 3.

(c) Evaluate the accuracy of each of these methods.

(d) What other factors might R. Lowenthal consider
in forecasting sales?
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¢ 5-26 Passenger miles flown on Northeast Airlines, a com-

muter firm serving the Boston hub, are as follows
for the past 12 weeks:

ACTUAL PASSENGER ACTUAL PASSENGER
WEEK MILES (1,000S) WEEK MILES (1,0008S)
1 17 7 20
2 21 8 18
3 19 9 22
4 23 10 20
5 18 11 15
6 16 12 22

(a) Assuming an initial forecast for week 1 of
17,000 miles, use exponential smoothing to
compute miles for weeks 2 through 12. Use
a = 0.2.

(b) What is the MAD for this model?

(c) Compute the RSFE and tracking signals. Are
they within acceptable limits?

5%3 5-27 Emergency calls to Winter Park, Florida’s 911 sys-
tem, for the past 24 weeks are as follows:
WEEK CALLS | WEEK CALLS | WEEK CALLS
1 50 9 35 17 55
2 35 10 20 18 40
3 25 11 15 19 35
4 40 12 40 20 60
5 45 13 55 21 75
6 35 14 35 22 50
7 20 15 25 23 40
8 30 16 55 24 65
(a) Compute the exponentially smoothed forecast of
calls for each week. Assume an initial forecast of
50 calls in the first week and use o = 0.1. What
is the forecast for the 25th week?
(b) Reforecast each period using o« = 0.6.
(c) Actual calls during the 25th week were 85.
Which smoothing constant provides a superior
forecast?
%: 5-28 Using the 911 call data in Problem 5-27, forecast
calls for weeks 2 through 25 using a = 0.9. Which
is best? (Again, assume that actual calls in week 25
were 85 and use an initial forecast of 50 calls.)
‘QS 5-29 Consulting income at Kate Walsh Associates for the

period February—July has been as follows:

Ko

Ko
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MONTH INCOME ($1,000S)
February 70.0
March 68.5
April 64.8
May 71.7
June 71.3
July 72.8

Use exponential smoothing to forecast August’s in-
come. Assume that the initial forecast for February
is $65,000. The smoothing constant selected is
a = 0.1.

Resolve Problem 5-29 with a = 0.3. Using MAD,
which smoothing constant provides a better forecast?

A major source of revenue in Texas is a state sales
tax on certain types of goods and services. Data are
compiled and the state comptroller uses them to
project future revenues for the state budget. One par-
ticular category of goods is classified as Retail
Trade. Four years of quarterly data (in $millions) for
one particular area of southeast Texas follow:

QUARTER

YEAR 1 YEAR 2 YEAR 3 YEAR 4

1

2
3
4

218
247
243
292

225
254
255
299

234
265
264
327

250
283
289
356

(a) Compute seasonal indices for each quarter based
on a CMA.

(b) Deseasonalize the data and develop a trend line
on the deseasonalized data.

(c) Use the trend line to forecast the sales for each
quarter of year 5.

(d) Use the seasonal indices to adjust the forecasts
found in part (c) to obtain the final forecasts.

Using the data in Problem 5-31, develop a multiple
regression model to predict sales (both trend and
seasonal components), using dummy variables to in-
corporate the seasonal factor into the model. Use
this model to predict sales for each quarter of the
next year. Comment on the accuracy of this model.

Trevor Harty, an avid mountain biker, always wanted
to start a business selling top-of-the-line mountain
bikes and other outdoor supplies. A little over
6 years ago, he and a silent partner opened a store
called Hale and Harty Trail Bikes and Supplies.
Growth was rapid in the first 2 years, but since that
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time, growth in sales has slowed a bit, as expected.

The quarterly sales (in $1,000s) for the past 4 years YEAR DIIA YEAR2 DJIA

are shown in the table below: 2010 10,431 2000 11,502

2009 8,772 1999 9,213

YEAR 1 YEAR 2 YEAR 3 YEAR 4 2008 13,262 1998 7,908

QUARTER 1 274 282 282 296 2007 12,460 1997 6,448
QUARTER 2 172 178 182 210 2006 10,718 1996 5,117
QUARTER 3 130 136 134 158 2005 10,784 1995 3,834
QUARTER 4 162 168 170 182 2004 10,453 1994 3,754
2003 8,342 1993 3,301

(a) Develop a trend line using the data in the table. 2002 10,022 1992 3,169

Use this to forecast sales for each quarter of 2001 10,791 1991 2,634

year 5. What does the slope of this line indicate?

(b) Use the multiplicative decomposition model to Q
incorporate both trend and seasonal components X
into the forecast. What does the slope of this line
indicate?

¢ 5-38 Using the DJIA data in Problem 5-37, use exponen-
tial smooth with trend adjustment to forecast the
opening DJIA value for 2011. Use a = 0.8 and

(c) Compare the slope of the trend line in part a to B = 0.2. Compare the MSE for this technique with

. . .. the MSE for the trend line.
the slope in the trend line for the decomposition Q )
model that was based on the deseasonalized ¢ 5-39 Refer to the DJIA data in Problem 5-37.

sales figures. Discuss why these are so different () Use an exponential smoothing model with a
and explain which one is best to use. smoothing constant of 0.4 to predict the opening
DIJIA index value for 2011. Find the MSE for this.
(b) Use QM for Windows or Excel and find the
smoothing constant that would provide the low-

5%: 5-34 The unemployment rates in the United States during
a 10-year period are given in the following table.
Use exponential smoothing to find the best forecast

for next year. Use smoothing constants of 0.2, 0.4, Q est MSE.' )
0.6, and 0.8. Which one had the lowest MAD? ¢ 5-40 The following table gives the average monthly ex-
change rate between the U.S. dollar and the euro for
2009. It shows that 1 euro was equivalent to 1.324
YEAR 1 2 3 4 5 6 7 8 9 10 U.S. dollars in January 2009. Develop a trend line
Unemployment 7.2 7.0 6.2 55 53 55 6.7 74 6.8 6.1 that could be used to predict the exchange rate for
rate (%)

2010. Use this model to predict the exchange rate for
January 2010 and February 2010.

° 5-35 Management of Davis’s Department Store has used
time-series extrapolation to forecast retail sales for MONTH EXCHANGE RATE
the next four quarters. The sales estimates are

January 1.324
$100,000, $120,000, $140,000, and $160,000 for Februa 1278
the respective quarters before adjusting for season- i '
ality. Seasonal indices for the four quarters have March 1.305
been found to be 1.30, 0.90, 0.70, and 1.10, respec- April 1.320
tively. Compute a seasonalized or adjusted sales May 1363
forecast. June 1.402
¢ 5-36 In the past, Judy Holmes’s tire dealership sold an av-
erage of 1,000 radials each year. In the past two July 1.409
years, 200 and 250, respectively, were sold in fall, August 1.427
350 and 300 in winter, 150 and 165 in spring, and September 1.456
300 and 285 in summer. With a major expansion October 1.482
planned, Judy projects sales next year to increase to
1,200 radials. What will the demand be each season? November 1.491
i%‘ 5-37 The following table provides the Dow Jones Indus- December 1.461
trial Average (DJIA) opening index value on the
first working day of 1991-2010: 5%: 5-41 For the data in Problem 5-40, develop an exponen-
Develop a trend line and use it to predict the open- tial smoothing model with a smoothing constant of
ing DJIA index value for years 2011, 2012, and 0.3. Using the MSE, compare this with the model in

2013. Find the MSE for this model. Problem 5-40.
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work problems, Problems 5-42 to 5-50.

% Internet Homework Problems

See our Internet home page, at www.pearsonglobaleditions.com/render, for additional home-

Case Study

Forecasting Attendance at SWU Football Games

Southwestern University (SWU), a large state college in
Stephenville, Texas, 30 miles southwest of the Dallas/Fort
Worth metroplex, enrolls close to 20,000 students. In a typical
town—gown relationship, the school is a dominant force in the
small city, with more students during fall and spring than per-
manent residents.

A longtime football powerhouse, SWU is a member of the
Big Eleven conference and is usually in the top 20 in college
football rankings. To bolster its chances of reaching the elusive
and long-desired number-one ranking, in 2005 SWU hired the
legendary Bo Pitterno as its head coach. Although the number-
one ranking remained out of reach, attendance at the five Satur-
day home games each year increased. Prior to Pitterno’s arrival,
attendance generally averaged 25,000 to 29,000 per game. Sea-
son ticket sales bumped up by 10,000 just with the announce-
ment of the new coach’s arrival. Stephenville and SWU were
ready to move to the big time!

The immediate issue facing SWU, however, was not
NCAA ranking. It was capacity. The existing SWU stadium,

built in 1953, has seating for 54,000 fans. The following table
indicates attendance at each game for the past six years.

One of Pitterno’s demands upon joining SWU had been a
stadium expansion, or possibly even a new stadium. With atten-
dance increasing, SWU administrators began to face the issue
head-on. Pitterno had wanted dormitories solely for his athletes
in the stadium as an additional feature of any expansion.

SWU'’s president, Dr. Marty Starr, decided it was time for
his vice president of development to forecast when the existing
stadium would “max out.” He also sought a revenue projection,
assuming an average ticket price of $20 in 2011 and a 5% in-
crease each year in future prices.

Discussion Questions

1. Develop a forecasting model, justify its selection over
other techniques, and project attendance through 2012.

2. What revenues are to be expected in 2011 and 2012?

3. Discuss the school’s options.

Southwestern University Football Game Attendance, 2005-2010

2005 2006 2007
GAME ATTENDEES OPPONENT ATTENDEES OPPONENT ATTENDEES OPPONENT
1 34,200 Baylor 36,100 Oklahoma 35,900 TCU
2% 39,800 Texas 40,200 Nebraska 46,500 Texas Tech
3 38,200 LSU 39,100 UCLA 43,100 Alaska
4 26,900 Arkansas 25,300 Nevada 27,900 Arizona
5 35,100 USC 36,200 Ohio State 39,200 Rice
2008 2009 2010
GAME ATTENDEES OPPONENT ATTENDEES OPPONENT ATTENDEES OPPONENT
1 41,900 Arkansas 42,500 Indiana 46,900 LSU
2% 46,100 Missouri 48,200 North Texas 50,100 Texas
3 43,900 Florida 44,200 Texas A&M 45,900 Prairie View A&M
4 30,100 Miami 33,900 Southern 36,300 Montana
5 40,500 Duke 47,800 Oklahoma 49,900 Arizona State

*Homecoming games

**During the fourth week of each season, Stephenville hosted a hugely popular southwestern crafts festival. This event brought tens of thousands of
tourists to the town, especially on weekends, and had an obvious negative impact on game attendance.

Source: J. Heizer and B. Render. Operations Management, 6th ed. Upper Saddle River, NJ: Prentice Hall, 2001, p. 126.
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Case Study

Forecasting Monthly Sales

For years The Glass Slipper restaurant has operated in a resort
community near a popular ski area of New Mexico. The restau-
rant is busiest during the first 3 months of the year, when the
ski slopes are crowded and tourists flock to the area.

When James and Deena Weltee built The Glass Slipper,
they had a vision of the ultimate dining experience. As the view
of surrounding mountains was breathtaking, a high priority was
placed on having large windows and providing a spectacular
view from anywhere inside the restaurant. Special attention was
also given to the lighting, colors, and overall ambiance, result-
ing in a truly m